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HYCUについて

HYCU Data Protection for Enterprise Clouds( HYCU)は、Nutanix、VMware、Azure

Government、ファイルサーバー、および物理マシン向けの高性能なバックアップおよび復元ソリュー

ションです。これは、Nutanixと完全に統合された初めてのデータ保護ソリューションであり、データ保護

を簡単に展開して使用できるようになります。

参照：図1–1：HYCUの概要

第1章
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HYCUの主要な機能と利点
以下の機能により、HYCUはビジネスを変革し、完全なコンプライアンスとデータ保護を実現できるソ

リューションになります。

l データ損失からの保護

ハイパーコンバージド環境でミッションクリティカルなアプリケーションとデータに対してネイティブで信

頼性の高いデータ保護を提供すると同時に、データの整合性と容易な復元性を保証します。

l 展開の簡素化

HYCU仮想アプライアンスの展開は、Nutanix PrismWebコンソール( Nutanix AHVクラスターの

場合 )またはvSphere (Web) Client( Nutanix ESXiクラスターとvSphere環境の場合 )、Azure

Governmentポータル( Azure Government環境の場合 )、またはGoogle Cloudコンソール

( NetApp Cloud Volumes Service for Google Cloudによって作成されたファイル共有を保護する

場合 )から実行されます。

l 自動検出と可視性の提供

検出ソリューションは、仮想マシンと物理マシンに対する新たな検出と可視性を提供し、各アプリ

ケーションが実行されている場所を特定します。

l データを迅速に保護

仮想マシン、物理マシン、アプリケーション、ファイル共有、ボリュームグループ、および仮想マシン

テンプレートのデータ保護は、HYCU展開後、数分で利用できます。

l 定義済みポリシーとカスタムポリシーの提供

HYCUに付属する定義済みポリシー( Gold、Silver、Bronze)により、データ保護の実装が簡素

化されます。また、要件に合わせてカスタムポリシーを作成することも可能です。

l RPOに基づいたバックアップ計画

自動バックアップスケジューリングは、目標復旧ポイント ( RPO)に基づいてデータを保護します。

l アプリケーションの検出と保護

アプリケーション認識機能により、アプリケーション検出、アプリケーション固有バックアップ、復元フ

ローが提供され、アプリケーションデータ全体を確実に整合性のとれた状態でバックアップおよび

復元できます。

l ソースとターゲットの選択

保護対象となるソースと保存場所となるターゲットを自由に選択できます。

l 運用環境の可視化

HYCUダッシュボードは、潜在的な問題とボトルネックを識別して、データ保護環境のパフォーマ

ンスを向上させるのに役立ちます。

l Nutanixに効果的なROBOデータ保護ソリューションを提供します

リモートオフィス/ブランチオフィス( ROBO)のデータをデータセンターにレプリケートすることで、

HYCUはレプリカから効率的なバックアップを実現し、かつ、データセンターまたは任意のリモート環

境に復元できます。
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l ファイルサーバーのスケーラブルなバックアップを提供

ファイル共有のバックアップにかかる時間を短縮し、コンピューティングリソースを大幅に節約し、よ

り高い頻度でバックアップを取得できるため、障害発生時のデータ損失量を低減できます。

l バックアップをNutanixプラットフォームのサービスとして活用

Nutanix Mine with HYCUは、バックアップと復元をNutanixプラットフォームのネイティブサービスに

することが可能で、バックアップ専用の独立したインフラストラクチャを不要にします。

l さまざまなインフラストラクチャにまたがるデータ保護とビジネス継続性を提供

HYCU Protégéは、スピンアップ機能を使用して、保護されたデータをオンプレミスとクラウドインフ

ラストラクチャ( AWS、Google Cloud、グローバルAzure、またはAzure Government環境 )間で

移行や復元を実現します。災害発生時に、HYCU Protégéはクラウドへのミッションクリティカルな

データの災害復旧を提供します。

データ保護環境の概要
データ保護環境は、以下のコンポーネントで構成されます。

HYCU Backup Controller
ソースから収集されたデータの処理や、Webユーザーインターフェース

に情報を表示する仮想マシン。

HYCUインターフェース

エンティティを保護し、データ保護環境を管理するためのインター

フェース。HYCUWebユーザーインターフェースおよびコマンドラインイ

ンターフェース( hyCLI)として使用できます。

ターゲット
保護されたデータを保存するためにHYCUが使用する保存場所。

保護されたデータはスナップショットとして保存することもできます。

ソース

HYCUがデータ保護を提供する環境。Nutanixクラスター、vSphere

環境、Azure Government環境、ファイルサーバー、および物理マシ

ン。

エンティティ

ポリシーを割り当てることができ、データ保護の対象となるオブジェクト

(仮想および物理マシン、アプリケーション、およびファイル共有 )。

データは常にきめ細かなレベルで保護されているため、エンティティ全

体またはその一部 (ディスクおよびアプリケーション項目)を復元できま

す。
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次の図は、データ保護環境とその最も重要なコンポーネントを示しています。

参照：図1–2：HYCUアーキテクチャ

HYCUデータ保護
HYCUデータ保護ソリューションを使用すると、ビジネスデータが保護されていることに信頼感を持つこ

とができます。つまり、ビジネスデータは整合性のある状態でバックアップし保存されます。復元可能、

アクセス可能であり、破損していないということが確認できます。

HYCUを使用すると、仮想マシンと物理マシン、それらで実行されているアプリケーション、ファイルサー

バー上のファイル共有、Nutanixボリュームグループ、および仮想マシンテンプレートを保護できます。

データ保護環境を構築後 (ソースの追加やターゲットのセットアップ、および任意でポリシーの作成)、

データ保護を有効にできます。最初のバックアップが正常に完了したら、データは破損や破壊が発生

しても復元できます。
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HYCUはアプリケーションに対応しており、仮想マシンと物理マシンに資格情報を設定すると、それら

にアプリケーションがインストールされて実行されているかどうかを検出します。さらに、バージョン、検出

されたアプリケーションの個々のコンポーネントがインストールされているホスト、および各ホストのロール

など、検出されたアプリケーションに関する詳細も検出します。

保護するデータの種類に応じて、HYCUをデプロイしてデータ保護環境を確立したら、次のいずれか

のセクションを参照してください。

l “仮想マシンの保護”ページ94

l “アプリケーションの保護 ”ページ146

l “ファイル共有の保護”ページ179

l “ボリュームグループの保護 ”ページ187
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HYCU仮想アプライアンスの展

開

HYCU仮想アプライアンスは事前構成されたソフトウェアソリューションであり、データ保護を提供する

Nutanix AHVクラスター、Nutanix ESXiクラスター、vSphere環境、またはAzure Government環境に

簡単に展開できます。NetApp Cloud Volumes Service for Google Cloudで作成されたファイル共有

を保護する場合は、HYCU仮想アプライアンスをGoogle Cloudに展開することもできます。

展開モード

モード 以下で利用可能 説明

HYCU

Backup

Controller

Nutanix AHVクラスター

Nutanix ESXiクラスター

vSphere環境

Google Cloud

Azure Government環境

仮想マシン(仮想マシンテンプレートを含む)、物理マ

シン、アプリケーション、ファイル共有、およびボリューム

グループを保護できます。

HYCU Backup Controllerはソースから収集したデータ

を処理して、Webユーザーインターフェースに表示する

仮想マシンです。

HYCUイン

スタンス

Nutanix AHVクラスター

Nutanix ESXiクラスター

vSphere環境

Google Cloud

ファイル共有を保護できます。

HYCU インスタンスは、ファイルサーバーのデータ保護

操作を実行するためにHYCUが使用する仮想マシン

であり、HYCU Backup Controllerの負荷を取り除きま

す。

HYCU

Manager

Nutanix AHVクラスター

Nutanix ESXiクラスター

vSphere環境

HYCUコントローラーを管理できます。

HYCUManagerは仮想マシンとして構築し、オンプレミ

スおよびクラウドのデータ保護環境にあるすべての

HYCUコントローラーからデータを収集し、それらの情

報をWebユーザーインターフェースに表示します。

展開タスク

タスク 説明

1. HYCUのバックアップインフラストラ

クチャのサイジング

“HYCUバックアップインフラストラクチャのリソースのサイジン

グ”次のページ

第2章
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タスク 説明

2. ファイアウォールがネットワーク上に

構成されている場合のみ。関係

する各ファイアウォールで関連する

ポートを開きます。

“ファイアウォール構成の調整”次のページ

3. ウイルス対策の設定をカスタマイ

ズします。
“ウイルス対策構成の調整”ページ26

4. HYCU仮想アプライアンスをソース

に展開します。

l “HYCUのNutanix AHVクラスターへの展開 ”ページ27

l “HYCUのNutanix ESXiクラスターまたはvSphere環境

への展開 ”ページ30

l “Azure Government環境へのHYCUの展開”ページ

33

l “HYCUのGoogle Cloudへの展開 ”ページ34

HYCU仮想アプライアンスを正常に展開したら、サポートされるWebブラウザーを使用して、HYCUに

アクセスできます。HYCUへのログオン方法の詳細については、“HYCUへのログオン”ページ36を参照

してください。

HYCUバックアップインフラストラクチャのリソースの

サイジング
HYCU仮想アプライアンスを展開する前に、HYCUバックアップインフラストラクチャにより必要とされるリ

ソースのサイジングを行い、他の関連要件が満たされていることを確認します。

l HYCU仮想マシン( HYCU Backup Controller、HYCU インスタンス、HYCUManager) ：

o ネットワーク接続：

仮想マシン用のIPアドレスは必ず予約しておきます。

o システム要件：

n 最小要件は4個のCPUコアと4 GiBのRAMです。

n データディスクの最小サイズはRAMの容量の少なくとも2倍であり、データディスクはOS

ディスクよりも大きくなります。

n HYCU Backup Controllerモードで展開する場合：データ保護環境の規模を超える想

定は、システム要件に影響を与えることに注意してください。ソースのパフォーマンス、

ターゲットの効率、選択されたバックアップ戦略、およびバックアップデータ圧縮はすべて、

特定のリソースの要件を増やすかまたは減らす可能性があります。たとえば、バックアップ

データをコピーしてアーカイブすることを予定している場合には、必要なターゲットの数は

増えます。同様に、短いRPOまたは低いバックアップしきい値を指定している場合、バッ

クアップインフラストラクチャの負荷が増え、HYCUはより多くのストレージおよびコンピュー

ティングリソースを必要とします。以下の推奨事項を検討してください。
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環境内のVMの数

システム要件

vCPU コア数 メモリ
OSディ

スク

データ

ディス

ク：

50未満 8 1 8 GiB 10 GiB 32 GiB

50～200 8 2 16 GiB 10 GiB 32 GiB

200～500 16 2 32 GiB 10 GiB 50 GiB

500を超える
数値は変更されることがあります。HYCUカスタ

マーサポートにお問い合わせください。

l HYCUWebユーザーインターフェース：

HYCUWebユーザーインターフェースにアクセスするために使用できるWebブラウザーのリストにつ

いては、「HYCU互換性マトリックス」を参照してください。

n注HYCUWebユーザーインターフェースは、最低1280 × 720ピクセルの画面解像度で機

能するように設計されています。

l ターゲット：

HYCU Backup Controllerモードで展開する場合：保護データの保管に使用する宛先が使用可

能であり、アクセス可能であることを確認します。

ファイアウォール構成の調整
展開された各HYCU仮想マシンには、必要なすべてのポートが事前に開いています。ただし、ネット

ワーク上にインストールされた他のファイアウォールが、特定のNutanix、vSphere、またはHYCU通信

エンドポイント間のネットワークトラフィックをブロックする可能性があります。HYCUが正しく動作するに

は、ファイアウォールルールを調整して、以下の表にリストされているポートを開く必要があります。

ソースエンドポイントにインストールされているファイアウォールはトラフィックを発信と見るのに対して、宛

先エンドポイントにインストールされているファイアウォールはトラフィックを着信と見ます。ファイアウォー

ルが別の場所にインストールされている場合には、両方向の接続が許可されるように調整する必要

があります。

目的
通信エンドポイント

宛先のポート
プロト

コルソース 宛先

HYCUインターフェースの使

用

HYCUインター

フェースがアクセス

されるシステム

HYCU Backup

Controller
8443 TCP

SSHの使用によるHYCU

Backup Controllerへのアク

セス

HYCUインター

フェースがアクセス

されるシステム

HYCU Backup

Controller
22 TCP

https://support.hycu.com/hc/en-us/categories/115000458185-Hycu
https://support.hycu.com/hc/en-us/categories/115000458185-Hycu
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目的
通信エンドポイント

宛先のポート
プロト

コルソース 宛先

DNSサーバーの使用

HYCU Backup

Controller、

HYCUインスタン

ス

DNSサーバー 53
TCP

UDP

NTPサーバーの使用

HYCU Backup

Controller、

HYCUインスタン

ス

NTPサーバー 123 UDP

Linuxを実行するVMおよび

その上のアプリケーションの

検出

HYCU Backup

Controller
VM 22a TCP

Windowsを実行するVMお

よびその上のアプリケーション

の検出

HYCU Backup

Controller
VM

5985

5986
TCP

バックアップ
HYCU Backup

Controller

Nutanixコントローラー

VM

3205

3260
TCP

Nutanix Files共有のバック

アップおよび復元

HYCU インスタン

ス
Nutanix Filesサーバー

445b

2049c

9440

TCPHYCU Backup

Controller
HYCU インスタンス

8443
HYCU インスタン

ス

HYCU Backup

Controller

HYCU Backup

Controller Nutanix File Server

Virtual Machines

( FSVM)

9440

445b

2049c

mountdm

nlockmgrm

statusm

rquotadm

TCP

HYCU インスタン

ス
111c

TCP

UDP

Dell PowerScale OneFS共

有のバックアップおよび復元

HYCU インスタン

ス

Dell PowerScale

OneFSサーバー

445b

2049c

8080

TCP
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目的
通信エンドポイント

宛先のポート
プロト

コルソース 宛先

HYCU Backup

Controller
HYCU インスタンス

8443
HYCU インスタン

ス

HYCU Backup

Controller

HYCU Backup

Controller
Dell PowerScale

OneFSクラスター内の

システムゾーンに割り

当てられた

SmartConnectゾーン

のIPレンジ。

8080 TCP

HYCU インスタン

ス

HYCU Backup

Controller
バックアップする各Dell

PowerScale OneFS

アクセスゾーンに割り

当てられた

SmartConnectゾーン

のIP範囲。

445b

2049c

mountdm

nlockmgrm

statusm

rquotadm

TCP

HYCU インスタン

ス
111c

TCP

UDP

NetApp Cloud

Volumes Service for

Google Cloudによって作成

されたファイル共有のバック

アップおよび復元

HYCU Backup

Controller NetApp Cloud

Volumes Service for

Google Cloud

443 TCP
HYCU インスタン

ス

HYCU Backup

Controller NetApp Cloud

Volumeプライベート IP

445b

2049c

mountdm

nlockmgrm

statusm

rquotadm

TCP

HYCU インスタン

ス
111c

TCP

UDP
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目的
通信エンドポイント

宛先のポート
プロト

コルソース 宛先

NetApp ONTAPファイル共

有のバックアップおよび復元

HYCU Backup

Controller NetApp ONTAPクラス

ター
443 TCP

HYCU インスタン

ス

HYCU Backup

Controller NetAppストレージ仮

想マシン( SVM)

445b

2049c

mountdm

nlockmgrm

statusm

rquotadm

TCP

HYCU インスタン

ス
111c

TCP

UDP

汎用共有のバックアップおよ

び復元

HYCU Backup

Controller

汎用ファイルサーバー

のホスト

445b

139b

2049c

mountdm

nlockmgrm

statusm

rquotadm

TCP

HYCU インスタン

ス

137b

138b
UDP

111c
TCP

UDP

NFS v4ターゲットへのデータ

のバックアップ

HYCU Backup

Controller、

HYCUインスタン

ス

NFS v4サーバー 2049
TCP

UDP

NFS v3ターゲットへのデータ

のバックアップ

HYCU Backup

Controller、

HYCUインスタン

ス

NFS v3サーバー

111

2049

mountdポート
d

TCP

UDP

SMBターゲットへのデータの

バックアップ

HYCU Backup

Controller、

HYCUインスタン

ス

SMBサーバー 445 TCP
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目的
通信エンドポイント

宛先のポート
プロト

コルソース 宛先

iSCSIターゲットへのデータの

バックアップ

HYCU Backup

Controller
iSCSIサーバー 3260 TCP

クラウドターゲットへのデータ

のバックアップ

HYCU Backup

Controller、

HYCUインスタン

ス

クラウドサーバー 443e TCP

QStar NFSターゲットへの

データのアーカイブ

HYCU Backup

Controller、

HYCUインスタン

ス

QStarサーバー

111

2049

mountdポート
d

18082f

TCP

QStar SMBターゲットへの

データのアーカイブ

HYCU Backup

Controller、

HYCUインスタン

ス

QStarサーバー
445

18082f
TCP

「Fast Restore」ポリシーオプ

ションを有効にして作成した

バックアップからの復元

HYCU Backup

Controller

Nutanixコントローラー

VM
3205 TCP

Windows VMへのアプリケー

ションまたはファイルの復元
VM

Nutanix iSCSIデータ

サービス 860

3260
TCP

HYCU Backup

Controller

flr.fast.disable構成設

定がtrueに設定された場

合のWindows VMへのアプリ

ケーションまたはファイルの復

元

VM
HYCU Backup

Controller
445 TCP

Linux VMへのアプリケーショ

ンまたはファイルの復元
VM

HYCU Backup

Controller
445 TCP

flr.linux.cifs.disable

構成設定がtrueに設定さ

れた場合のLinux VMへのア

プリケーションまたはファイル

の復元

HYCU Backup

Controller
VM 22 TCP

SMB共有へのファイルの復 HYCU Backup SMB共有のあるシス 445 TCP
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目的
通信エンドポイント

宛先のポート
プロト

コルソース 宛先

元 Controller テム

NFS共有へのファイルの復

元

HYCU Backup

Controller

NFS共有のあるシス

テム

NFS4：2049
NFS3：111、
mountdポート
d

TCP

ローカルマシンへのファイルの

復元

HYCUインター

フェースがアクセス

されるシステム

HYCU Backup

Controller
8443 TCP

Nutanixクラスターまたは

Nutanix Filesサーバー上の

エンティティのデータ保護 i

HYCU Backup

Controller

クラスター仮想サー

バー(クラスター仮想

IPアドレス) 9440 TCP

Nutanixコントローラー

VM

Dell PowerScale OneFSク

ラスター上のエンティティの

データ保護

HYCU Backup

Controller

クラスター仮想サー

バー(クラスター仮想

IPアドレス) 8080 TCP

Dell PowerScale

OneFSノード

Nutanixクラスターまたはボ

リュームグループ内にある仮

想マシンのデータ保護 j

HYCU Backup

Controller

クラスター仮想サー

バー(クラスター仮想

IPアドレス) g 3205

3260
TCP

iSCSIターゲット検出

ポータル( iSCSIデータ

サービスIPアドレス) h

vSphere環境でのエンティ

ティのバックアップ

HYCU Backup

Controller

ESXiホスト 902
TCP

vCenterサーバー 443

HYCUとのテレメトリデータの

共有

HYCU Backup

Controller

テレメトリホスト：
callhome.hycu.comk

443 TCPデータホスト：protege-
production-

bucket.s3.eu-central-

1.amazonaws.coml

LDAPサーバーの使用 HYCU Backup LDAPサーバー LDAP：389 TCP
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目的
通信エンドポイント

宛先のポート
プロト

コルソース 宛先

Controller LDAPS：636

メール通知送信でのSMTP

サーバーの使用

HYCU Backup

Controller
SMTPサーバー 25n TCP

a SSHサーバーをインストールし、SSH通信用にTCPポート22を使用するように構成する必要があります。
b HYCUがSMBプロトコルを使用してファイル共有にアクセスする場合のみ。

c HYCUがNFSプロトコルを使用してファイル共有にアクセスする場合のみ。
d
ポート番号の詳細については、NFSサーバーの資料を参照してください。

eクラウドターゲットが複数のIPアドレスを使用する可能性があります。パブリッククラウドにより使用されるIP範囲の詳細に

ついては、各クラウドの資料を参照してください。
fこれはHTTPS接続に使用される既定のポートですが、他のポートも使用できます。HTTP接続もサポートされています

が、推奨されていません。
g
クラスター仮想 IPアドレスが、HYCUのiSCSIターゲット構成で「ターゲットポータル」オプションに指定されている場合のみ。
h iSCSIデータサービスIPアドレスが、HYCUのiSCSIターゲット構成で「ターゲットポータル」オプションに指定されている場合

のみ。
i HYCUはNutanix REST API v3を使用します。
j HYCUはNutanixボリュームにアクセスします。
kホスト名はエイリアスであり、DNSサーバーから報告されたIPアドレスに解決されます。IPアドレスは静的ではなく、時間の

経過とともに変更される可能性があることに注意してください。
lホスト名はエイリアスで、ip-ranges( https://ip-ranges.amazonaws.com/ip-ranges.jsonで公開された)から生成され、

リージョン( eu-central-1)およびサービス( S3)によってフィルタリングされたIPアドレスセットからのIPアドレスに解決されます。

IPアドレスは定期的に変更されることに注意してください。
mNFSv3のみ。実際のポート番号はベンダーによって異なります。ポート番号はカスタマイズ可能です。HYCU Backup

Controllerでrpcinfo -p <NFS server IP/hostname>コマンドを実行すると、現在構成されているポートを確

認できます。詳細については、NFSサーバーの資料を参照してください。
n SMTPサーバーは通常ポート25を使用しますが、他のポートも使用できます(たとえば、587や465など)。

ウイルス対策構成の調整
HYCUはデータ保護環境のバックアップと復旧の目標を達成するために、ゲストオペレーティングシステ

ムのファイルや構成にアクセスすることが必要になる場合があります。この場合、必要なバイナリプログ

ラムやスクリプトは仮想マシン内で実行されるので、ウイルス対策プログラムがそれらの実行を妨げな

いことを確認する必要があります。

HYCUをデータにアクセスさせる必要がある場合のデータ保護シナリオの詳細については、“データへの

アクセスの有効化 ”ページ105を参照してください。

考慮事項

l バイナリプログラムやスクリプトが実行されるたびに、ファイルの新しいコピーが使用されます。ファイ

ル名の一部はUUIDであり、新しいUUIDが毎回生成されます。

l ウイルス対策プログラムがHYCUの操作を妨害している場合、Windowsシステムで

は、%ProgramData%\hycuに保存されているHYCUファイルのうち、拡張子がないものや、次の
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拡張子を持つものを除外してください。.bat、.cmd、.exe、.json、.log、.ps1、.txt、また

は.xml。

HYCUのNutanix AHVクラスターへの展開
HYCU仮想アプライアンスは、Nutanix PrismWebコンソールを使用して、Nutanix AHVクラスターに

簡単に展開できる仮想ディスクイメージとして配布されます。

前提条件

バックアップインフラストラクチャが、“HYCUバックアップインフラストラクチャのリソースのサイジング”ペー

ジ19に説明されている要件に従ってサイズ指定されている。

考慮事項

HYCUのNutanix AHVクラスターへの展開の説明は、Nutanix Mineクラスターにも適用されます。

展開タスク

HYCUをNutanix AHVクラスターに展開するときに、以下のタスクを実行する必要があります。

タスク 説明

1. HYCU仮想アプライアンスイメージをNutanix

AHVクラスターにアップロード。

“HYCU仮想アプライアンスイメージのNutanix

AHVクラスターへのアップロード”下

2. HYCU展開のための仮想マシンを作成。
“Nutanix AHVクラスター上でのHYCU展開のた

めの仮想マシンの作成”次のページ

3. HYCUを、作成された仮想マシン上で構成

します。
“仮想マシン上でのHYCUの構成 ”ページ29

以下のフローチャートは、HYCU展開タスクの概要を示しています。

参照：図2–1：展開タスクの概要

HYCU仮想アプライアンスイメージのNutanix AHVクラスターへのアップ

ロード

手順

1. Nutanix PrismWebコンソールにログオンします。

2. メニューバーで、 をクリックし、「イメージ構成」を選択します。
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3. 「イメージ構成」ダイアログボックスで、「イメージのアップロード」をクリックします。

4. 「イメージの作成」ダイアログボックスで、以下の情報を入力します。

a. HYCUイメージ名を、アップロードするHYCUイメージファイルの名前に対応する形式で入力

します。

i重要HYCU仮想アプライアンスイメージは、以下の形式でNutanix AHVクラスターに

アップロードする必要があります。

hycu-<Version>-<Revision>

例：hycu-4.8.0-3634

別の形式でHYCUイメージ名を入力すると、アップグレードにはそのイメージを使用できま

せん。

b. オプション：注釈を入力します。

c. 「イメージのタイプ」ドロップダウンメニューから、「ディスク」を選択します。

d. 「ストレージコンテナ」ドロップダウンメニューから、アップロードするイメージのストレージコンテナ

を選択します。

e. 「イメージのソース」セクションから、イメージファイルの場所を指定します。

5. 「保存」をクリックします。

6. 画像が正常にアップロードされたら、「閉じる」をクリックします。

Nutanix AHVクラスター上でのHYCU展開のための仮想マシンの作成

手順

1. Nutanix PrismWebコンソールのメニューバーで、「ホーム」をクリックし、「VM」を選択します。

2. 画面の右上の「VMの作成」をクリックします。

3. 「VMの作成」ダイアログボックスで、以下の情報を入力します。

a. 「全般構成」セクションで、次の手順を実行します。

i. 仮想マシンの名前と、その説明(オプション)を入力します。

ii. タイムゾーンがUTC(既定値 )に設定されていることを確認します。

iii. 「このVMをエージェントVMとして使用」チェックボックスのチェックは外したままにしておきま

す。

b. 「詳細の計算」セクションで、仮想CPUの数と仮想CPU当たりのコアの数、およびこの仮想マ

シンに割り当てるメモリの量を入力します。

c. 「ディスク」セクションで、「新規ディスクの追加」をクリックし、「ディスクの追加」ダイアログボック

スで、以下のようにシステムディスクを指定します。

i. 「タイプ」ドロップダウンメニューから、「ディスク」を選択します。

ii. 「操作」ドロップダウンメニューから、「イメージサービスからクローン」を選択します。

iii. 「バスタイプ」ドロップダウンメニューから、「SCSI」を選択します。



2 HYCU仮想アプライアンスの展開

29

iv. 「イメージ」ドロップダウンメニューから、アップロードしたイメージを選択します。

v. 「容量( GiB) 」フィールドでは、システムディスクの既定サイズ( 10 GiB)はそのままにしてお

きます。

n注システムディスクのサイズは、必要であれば後で増やすことができます。詳細に

ついては、“Nutanix AHVクラスターでのHYCUディスクのサイズの増分 ”ページ327を

参照してください。

vi. 「追加」をクリックします。

d. 「ディスク」セクションで、「新規ディスクの追加」をクリックし、「ディスクの追加」ダイアログボック

スで、以下のようにデータディスクを指定します。

i. ストレージデバイスのタイプ、デバイスコンテンツ、およびバスタイプの既定値は、そのまま

にしておきます。

ii. 「ストレージコンテナ」ドロップダウンメニューから、アップロードするイメージのストレージコン

テナを選択します。

iii. 「容量( GiB) 」フィールドに、32を入力します。

n注データディスクのサイズは、必要であれば後で増やすことができます。詳細につ

いては、“Nutanix AHVクラスターでのHYCUディスクのサイズの増分”ページ327を参

照してください。

iv. 「追加」をクリックします。

4. 「ネットワークアダプタ( NIC) 」セクションで、「新規NICを追加」をクリックし、VLANを選択して、

「追加」をクリックします。

5. 「保存」をクリックします。

仮想マシン上でのHYCUの構成

手順

1. Nutanix PrismWebコンソールの仮想マシンのリストから、作成したものを1つ選択し、「電源オ

ン」をクリックします。

2. 仮想マシンをオンにして、「コンソールの起動」をクリックします。

3. 開かれた「HYCUモード選択」ダイアログボックスで、以下のいずれかの展開モードを選択します。

l HYCU Backup Controller

l HYCUインスタンス

l HYCU Manager

展開モードの詳細については、“展開モード”ページ18を参照してください。

4. 「OK」に移動し、Enterを押します。

5. 開かれた「ネットワーク設定」ダイアログボックスで、次の手順を実行します。
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a. 以下の値を入力します。

l オプション：仮想マシンのホスト名

既定のホスト名は、HYCU仮想アプライアンスの展開中に自動的に生成されます。カス

タムホスト名を使用する場合は、以下に注意してください。

l HYCU Backup ControllerまたはHYCUManagerモードを選択した場合のみ。ホス

ト名の先頭は文字でなければならず、使用できるのは文字、数字、ハイフン( -)の

みです。

l HYCUインスタンスモードを選択した場合のみ。ホスト名の命名規則については、

“HYCUインスタンスの管理 ”ページ271を参照してください。

l IPv4アドレス(例：10.1.100.1)

l サブネットマスク(例：255.0.0.0)

l 既定のゲートウェイ(例：10.1.1.1)

l オプション：DNSサーバー(例：10.1.1.5)

l オプション：検索ドメイン(例：domain.com)

n注ドメイン名の先頭は文字でなければならず、1つ以上のピリオドを含める必要

があります。また、使用できるのは文字、数字、ハイフン( -)のみです。

b. 「OK」に移動し、Enterを押します。

HYCU構成の進行状況が表示されます。

6. HYCUを「HYCUインスタンス」モードで展開する場合のみ。開かれた「HYCU Backup

Controller」ダイアログボックスで、HYCUのアクセスに使用するHYCU Backup Controller URL、

ユーザー名、およびパスワードを入力します。

i重要HYCU Backup Controllerホスト名をHYCUインスタンスから解決できない場合 (たと

えば、DNSサーバーを使用しない環境内である場合 )には、必ずIPアドレスを使用します。

https://<IPAddress>:<Port>

HYCU Backup Controller割り当ての進捗が表示されます。

7. HYCUが構成されたら、Enterを押して要約メッセージを確認します。

HYCUは試用ライセンスですぐに使い始めることができます。このライセンスは30日後に自動的に失効

し、再利用はできません。したがって、使い始めてから30日以内に有効なライセンスを取得してくださ

い。手順については、“ライセンス”ページ273を参照してください。

HYCUのNutanix ESXiクラスターまたはvSphere
環境への展開
HYCU仮想アプライアンスは、Nutanix ESXiクラスターまたはvSphere環境にvSphere (Web) Clientを

使用して簡単に展開できるOPVFパッケージとして配布されます。

i重要特に記述がない限り、このセクションに記載されている手順を実行するインターフェースと

して、vSphere Web ClientまたはvSphere Clientのどちらも使用できます。たとえば、vSphere
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Web Clientを使用している場合は、そのために必要な実行手順が案内されます。

前提条件

l バックアップインフラストラクチャが、“HYCUバックアップインフラストラクチャのリソースのサイジング”

ページ19に説明されている要件に従ってサイズ指定されている。

l HYCUを「HYCUインスタンス」モードで展開する場合：お使いのVMware vSphereバージョンが

6.7 Update 3g以降の場合は、vSphere Web ClientまたはvSphere Clientを使用して展開でき

る。それ以外の場合は、必ずvSphere Web Clientを使用する。

考慮事項

以下は、HYCU Backup Controller時刻同期に適用されます。

l VMware vSphereバージョン6.7移行の場合：HYCU Backup Controllerは、vCenterサーバーで

構成されたタイムゾーンを使用します。

l VMware vSphereバージョン6.5の場合：タイムゾーンはUTCに設定されます。

手順

1. vSphere Web Clientにログオンします。

2. vCenter Serverを右クリックし、「OVFテンプレートの展開 ...」を選択します。「OVFテンプレートの

展開」ダイアログボックスが開きます。

3. 「テンプレートの選択」セクションで、以下のようにOVFパッケージの場所を選択します。

URL HYCU OVFパッケージのURLを指定します。

Local file

HYCU OVFパッケージのファイルシステムを参照します。

i重要ファイルシステムを参照するときには、.ovfファイルと、OVFパッ

ケージに関連した.vmdkファイルの両方を必ず選択します。

「次へ」をクリックします。

4. 「名前とロケーションの選択」セクションで、HYCU仮想マシンの名前を入力し、展開する場所を

指定し、「次へ」をクリックします。

5. 「リソースの選択」セクションで、展開されたパッケージを実行する場所を選択し、「次へ」をクリック

します。

6. 「詳細の確認」セクションで、パッケージの詳細を確認し、「次へ」をクリックします。

7. 「構成の選択」セクションで、次の手順を実行します。

a. 展開構成を選択します。

l HYCU Backup Controller

l HYCUインスタンス

l HYCU Manager

展開モードの詳細については、“展開モード”ページ18を参照してください。

b. 「次へ」をクリックします。



2 HYCU仮想アプライアンスの展開

32

8. 「ストレージの選択」セクションで、展開されたパッケージのファイルを保存する場所を選択し、「次

へ」をクリックします。

9. 「ネットワークの選択」セクションで、既定値はそのままにして、「次へ」をクリックします。

10. 「テンプレートのカスタマイズ」セクションで、以下の値を入力します。

l オプション：仮想マシンのホスト名

既定のホスト名は、HYCU仮想アプライアンスの展開中に自動的に生成されます。カスタム

ホスト名を使用する場合は、以下に注意してください。

o HYCU Backup ControllerまたはHYCUManagerモードを選択した場合のみ。ホスト名

の先頭は文字でなければならず、使用できるのは文字、数字、ハイフン( -)のみです。

o HYCUインスタンスモードを選択した場合のみ。ホスト名の命名規則については、

“HYCUインスタンスの管理 ”ページ271を参照してください。

l IPv4アドレス(例：10.1.100.1)

l サブネットマスク(例：255.0.0.0)

l 既定のゲートウェイ(例：10.1.1.1)

l オプション：DNSサーバー(例：10.1.1.5)

l オプション：検索ドメイン(例：domain.com)

n注ドメイン名の先頭は文字でなければならず、1つ以上のピリオドを含める必要があ

ります。また、使用できるのは文字、数字、ハイフン( -)のみです。

l HYCUを「HYCUインスタンス」モードで展開する場合のみ。

o HYCU Backup Controller URL

i重要HYCU Backup Controllerホスト名をHYCUインスタンスから解決できない場

合(たとえば、DNSサーバーを使用しない環境内である場合)には、必ずIPアドレス

を使用します。

https://<IPAddress>:<Port>

o HYCU Backup Controllerユーザー

o HYCU Backup Controllerパスワード

「次へ」をクリックします。

11. 「終了可能」セクションで、データを確認し、「終了」をクリックします。

n注仮想マシンの作成にはしばらく時間がかかる場合があります。「電源オン」オプション

は、仮想マシンの作成後にのみ有効になります。

12. 仮想マシンのリストから、新しく作成した仮想マシンを右クリックし、「電源」>「電源オン」を選択し

てオンにします。

HYCUは試用ライセンスですぐに使い始めることができます。このライセンスは30日後に自動的に失効

し、再利用はできません。したがって、使い始めてから30日以内に有効なライセンスを取得してくださ

い。手順については、“ライセンス”ページ273を参照してください。
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Azure Government環境へのHYCUの展開
HYCU仮想アプライアンスは、Azure Government環境に簡単に展開できる仮想アプライアンスイメー

ジとして配布されます。

前提条件

HYCU仮想アプライアンスイメージは、Azure Governmentのストレージコンテナにアップロードする必

要があります。

制限事項

HYCUはHYCU Backup Controllerモードでのみ展開できます。

考慮事項

HYCUを展開すると、仮想マシンエージェントのステータスが準備できていないと伝える警告メッセージ

がAzure Governmentで表示される場合があります。このメッセージは無視してもかまいません。

推奨事項

Azure Storage Explorerを使用して、HYCU仮想アプライアンスイメージをAzure Governmentにアップ

ロードすることをお勧めします。詳細については、Azureの資料を参照してください。

手順

1. Azure Governmentにログオンします。

2. HYCU仮想アプライアンスイメージから管理イメージを作成します：

a. 「イメージ」ナビゲーションペインで、「作成」をクリックします。開かれる「イメージの作成」メ

ニューで、以下が指定されていることを確認します。

l 「インスタンス詳細」セクションの「名前」フィールドで、HYCU仮想アプライアンスイメージ

の名前を以下の形式で入力します。

hycu-<Version>-<Revision>

例：hycu-4.6.0-3634。

l 「OSディスク」セクションで、次を選択します。

l OSタイプ：Linux

l VM世代：第1世代

残りのオプションは既定値のままにしておくこともできますし、必要に応じて調整することもでき

ます。

b. 「確認」+「作成」をクリックして情報を確認し、「作成」をクリックして管理イメージを作成しま

す。

3. 管理対象イメージから仮想マシンを作成します。仮想マシンが、容量が32 GiBの追加ディスクで

構成されていることを確認します。詳細については、Azureの資料を参照してください。
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4. ネットワークセキュリティグループを使用する場合のみ。HYCU Backup Controllerが属するサブ

ネットワーク全体からのTCPポート8443での入力ネットワークトラフィックを許可する新しいファイア

ウォールルールを作成します。詳細については、Azureの資料を参照してください。

5. 以下のURLを指定してHYCUWebユーザーインターフェースにログオンします。

https://<IPAddress>:8443

この場合、<IPAddress>は新しく展開されたHYCU Backup Controllerの外部 IPアドレスです。

i重要仮想マシン作成時にAzure Governmentで指定した資格情報を使用してHYCUに
ログインすることはできません。SSHを使用してHYCUにログインまたはHYCU Backup

Controllerにアクセスするために使用できる資格情報の詳細については、“HYCUへのログオ

ン”ページ36または“SSHを使用したHYCU Backup Controller仮想マシンへのアクセス”ペー

ジ318を参照してください。

HYCUは試用ライセンスですぐに使い始めることができます。このライセンスは30日後に自動的に失効

し、再利用はできません。したがって、使い始めてから30日以内に有効なライセンスを取得してくださ

い。手順については、“ライセンス”ページ273を参照してください。

HYCUのGoogle Cloudへの展開
HYCU仮想アプライアンスはHYCU仮想アプライアンスイメージ( tar.gzファイル)として配布され、

Google Cloudコンソールを使用してGoogle Cloudに展開できます。

制限事項

l HYCUがGoogle Cloudに展開されている場合、NetApp Cloud Volumes Service for Google

Cloudで作成されたファイル共有を保護するためにのみ使用できます。詳細については、“NetApp

Cloud Volumes Service for Google Cloudの追加”ページ55を参照してください。

l HYCUは、HYCU Backup ControllerモードとHYCUインスタンスモードでのみ展開できます。

展開タスク

HYCUをGoogle Cloudに展開するときには、以下のタスクを実行します。

タスク 説明

1. HYCU仮想アプライアンスイメージからカスタム

イメージを作成します。
“カスタムイメージの作成 ”次のページ

2. Google CloudでHYCU Backup Controllerを

インストールします。

“Google Compute EngineでのHYCU Backup

Controllerのインストール”次のページ

3. Google CloudでHYCU インスタンスを作成し

ます。

“HYCUWebユーザーインターフェースの使用に

よるHYCUインスタンスの作成 ”ページ271
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カスタムイメージの作成

前提条件

l Google Cloudコンソールにログオンしている必要があります。

l Google Cloudコンソールで、保護する予定の、NetApp Cloud Volumes Service for Google

Cloudによって作成されたファイル共有があるプロジェクトを選択する必要があります。

l HYCU仮想アプライアンスイメージは、Google Cloudバケットにアップロードする必要があります。

詳細については、Google Cloudの資料を参照してください。

手順

1. Google Cloudコンソールで、Google Compute Engineに移動し、「イメージ」をクリックします。

2. 「イメージの作成」をクリックします。

3. 「名前」で、HYCUイメージ名を次の形式で入力します：hycu-<Version>-<Revision>。

i重要<Version>名前フィールドの区切り文字はダッシュ( -)でなければなりません。たとえ

ば、hycu-4-8-0-3634。

4. 「ソース」で、「クラウドストレージファイル」を選択します。

5. 「クラウドストレージファイル」フィールドで、「参照」をクリックして、バケットに保存されているHYCU

仮想アプライアンスイメージを選択します。

6. 「ロケーション」で、カスタムイメージのリージョンを選択します。

7. ページの下部の「作成」をクリックします。

イメージを作成したら、Google Compute Engineの「イメージ」で見つけることができます。

Google Compute EngineでのHYCU Backup Controllerのインストール

手順

1. Google Cloudコンソールで、Google Compute Engineに移動し、VMインスタンスに移動します。

2. 「インスタンスの作成」をクリックします。

3. 「名前」で、HYCU Backup Controllerの名前を入力します。

4. 「マシン構成」で、以下を実行します。

a. 「汎用」をクリックします。

b. 「シリーズ」で、E2を選択します。

c. 「マシンタイプ」で、ドロップダウンメニューをクリックしてマシンタイプを選択します。

d. 「Standard」を選択し、e2-standard-2( 2 vCPU、8 GBメモリ)を選択します。

5. 「ブートディスク」で、「変更」をクリックします。開かれた「ブートディスク」ダイアログボックスで、以下

を実行します。

a. 「カスタムイメージ」をクリックします。

b. 「イメージ」で、以前に作成したカスタムイメージを選択します。詳細については、“カスタムイ

メージの作成”上を参照してください。
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c. 「容量」で、ディスクサイズを10 GBに設定します。

d. 「選択」をクリックします。

6. 「高度なオプション」で、「ディスク」をクリックし、「新規ディスクを追加」をクリックします。開かれた

「新規ディスクの追加」ダイアログボックスで、以下を実行します。

a. 「名前」で、ディスク名を定義します。

b. 「容量」で、ディスクサイズを32 GBに設定します。

c. 「添付ファイルの設定」に移動し、「削除ルール」に移動します。「ディスクの削除」を選択する

と、後でHYCU Backup Controller VMインスタンスを削除することにした場合に、ディスクが

自動的に削除されます。

d. 「保存」をクリックします。「新規ディスクの追加」ダイアログボックスが閉じます。

7. 「インスタンスの作成」ページで、「作成」をクリックします。

これでHYCU Backup ControllerはGoogle Cloudで実行します。HYCU Backup Controllerへのサイ

ンイン方法の詳細については、“HYCUへのログオン”下を参照してください。

C注意HYCU Backup ControllerはGoogle Cloudでパブリックにアクセス可能であるため、既定

のパスワードはすぐに変更してください。

HYCUへのログオン
HYCU仮想アプライアンスを正常に展開したら、サポートされるWebブラウザーを使用して、HYCUに

アクセスできます。サポートされるWebブラウザーのリストについては、HYCU互換性マトリックスを参照

してください。

手順

1. サポートされるブラウザーで、以下のURLを入力します。

https://<ServerName>:8443

この場合、<ServerName>はHYCUサーバーの完全修飾ドメイン名です。

例：

https://hycu.example.com:8443

2. ログオンページで、HYCUへのログオン方法に応じて、次のいずれかを実行します。

l HYCUに専用のログオン資格情報を使用することによって。ログオン名とパスワードを入力し

ます。

HYCUへの初回アクセスには、既定のユーザー名( admin)とパスワード( admin)を使用でき

ます。セキュリティ上の目的で、既定のパスワードは変更することを強くお勧めします。

l IDプロバイダーを使用して。希望するIDプロバイダーをクリックし、必要に応じて資格情報を

入力します。

HYCUとIDプロバイダーを統合する方法の詳細については、“HYCUとIDプロバイダーの統合”

ページ266を参照してください。
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3. アカウントで2要素認証が有効になっている場合のみ。適切な2要素資格情報を入力します。

l 時間ベースのワンタイムパスワード( OTP)を使用する場合：認証アプリケーション( Google認

証システムまたは互換性のあるアプリケーションなど)によって生成された、6桁の認証コード

を入力します。

アカウントで2要素認証を有効にした後の初回のログオン時に、OTPバックアップコードが表

示されます。選択した認証アプリケーションで、QRコードを読み取るか、OTPバックアップコー

ドを手動で入力し、認証アプリケーションで生成された認証符号を「認証符号」フィールドに

入力します。

l FIDO認証システムを使用する場合：セキュリティダイアログボックスが表示され、認証すること

が求められます(たとえば、キーを挿入するなど)。説明に従ってアカウントを認証します。

アカウントに対して2要素認証を有効にした後の初回のログオン時には、セキュリティダイアロ

グボックスが表示され、認証システム(セキュリティキーや指紋リーダーなど)をセットアップする

ことが求められます。手順は、選択した認証システムとオペレーティングシステムによって異な

ります。説明に従って認証システムをセットアップします。詳細については、“FIDO認証システ

ムの管理 ”ページ323を参照してください。

n注アクセスのレベルは、ユーザー権限に応じたものになることに注意してください。詳細について

は、“ユーザーの管理”ページ246を参照してください。

HYCUWebユーザーインターフェースにログオンしたら、環境を構成して、HYCUコマンドラインインター

フェース( hyCLI)も使用することができます。詳細については、“コマンドラインインターフェースの使用”

ページ332を参照してください。

言語の設定
HYCUWebユーザーインターフェースやHYCUManagerコンソールにアクセスすると、お使いのブラウ

ザーの言語が検出され、サポートされている言語の場合はユーザーインターフェースがその言語で表

示されます。ブラウザーの言語がサポートされていない場合、ユーザーインターフェースは英語で表示

されます。サポートされている言語のリストについては、HYCU互換性マトリックスを参照してください。

考慮事項

HYCU REST APIエクスプローラーおよびHYCUコマンドラインユーザーインターフェース( hyCLI)は英語

でのみ使用可能です。

手順

l インフラストラクチャまたはセルフサービスグループの管理者は、ユーザーが使用する言語を設定

できます。説明については、“ユーザーの作成”ページ250を参照してください。

l 現在ログオンしているユーザーは、使用する言語を「プロファイルの更新」オプションで設定できま

す。説明については、“ユーザープロファイルの更新 ”ページ257を参照してください。

l イベントが発生したときに送信される通知の言語を設定できます。説明については、“イベント通

知の構成 ”ページ212を参照してください。

また、HYCUWebユーザーインターフェースやHYCUManagerコンソールへのアクセスに使用するURL

にLANG属性を追加すると、ユーザーインターフェースの言語を変更できます。例：
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https://hycu.example.com:8443/#!/login?lang=JA
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データ保護環境の確立

HYCU仮想アプライアンスを展開してHYCUにログオンしたら、データが効果的に保護されるデータ保

護環境を構築する必要があります。データ保護環境の構築には、ソースの追加、ターゲットのセット

アップ、および環境にカスタムポリシーが必要な場合はそれを作成することが含まれます。

次のフローチャートは、データ保護環境を確立するために実行する必要があるタスクを説明していま

す。

参照：図3–1：データ保護環境の確立

第3章
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データ保護環境を確立するために必要なタスクは、インフラストラクチャグループ管理者のみが実行で

き、次のとおりです。

l “ソースの追加 ”下

l “ターゲットのセットアップ”ページ58

HYCUの定義済みポリシーを使用して、データ保護を有効にできます。それらのいずれも使用したくな

い場合は、必ず独自のポリシーを作成してください。詳細については、“ポリシーの作成”ページ81を参

照してください。

データ保護環境が準備できたら、任意のビジネス要件を満たすために、いくつかの方法でデータ保護

を実現できます。

n注データ保護環境の保護を開始する前に、HYCU Backup Controllerが保護されていること

を確認します。これにより、災害時にデータ保護アクティビティを迅速に復元および再開できま

す。詳細については、“災害復旧の準備”ページ97を参照してください。

ソースの追加
HYCUがデータ保護を提供する環境は、保護するデータの種類に応じてHYCUに追加する1つ以上

のソースで構成されます。保護する対象には、Nutanixクラスター、vSphere環境、またはAzure

Government環境の仮想マシンで実行される仮想マシンまたはアプリケーション、ファイルサーバー上の

ファイル共有、Nutanixクラスター上のボリュームグループ、または物理マシンと物理マシンで実行され

ているアプリケーションなどがあります。特定のソースの追加方法の説明については、以下のいずれか

のセクションを参照してください。

l “Nutanixクラスターの追加”下

l “vCenterサーバーの追加 ”ページ42

l “クラウド環境の追加”ページ44

l “ファイルサーバーの追加 ”ページ46

l “物理マシンの追加”ページ58

i重要データ保護環境の最適なパフォーマンスを実現し、復元性を確保するには、HYCU
Backup Controllerが実行されているソースをHYCUに追加します。

Nutanixクラスターの追加

Nutanix環境は、HYCUがデータ保護を提供するエンティティ(アプリケーションを実行する仮想マシン

とボリュームグループ)をホストする1つまたは複数のNutanixクラスターで構成されています。Nutanixク

ラスターをHYCUに追加することは、データを保護するための最初の手順です。

前提条件

l Nutanix ESXiクラスターの場合：

o クラスターはPrismWebコンソールを介してvCenter Serverに登録されます。この実行方法の

詳細については、Nutanixの資料を参照してください。
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o vCenter Serverの特定の特権を持つユーザーが指定されている。どの特権をvSphereユー

ザーに割り当てるべきかの詳細については、“vSphereユーザーへの特権の割り当て”ページ

329を参照してください。

l ポリシーの自動割り当てを使用する場合のみ。ポリシーを自動的に割り当てる仮想マシンをホス

トするNutanix AHVクラスターが、Prism Centralに登録されている。この実行方法の詳細につい

ては、Nutanixの資料を参照してください。ポリシーの自動割り当ての詳細については、“自動ポリ

シー割り当てのセットアップ”ページ91を参照してください。

考慮事項

l Nutanix ESXiクラスターの場合：

o 仮想マシンの管理には必ずNutanix PrismWebコンソールを使用してください。

o Windows仮想マシンは必ず一定時間後にスリープモードにならないように構成します。そうし

ないと、ネットワーク設定が認識されなくなり、そのような仮想マシンはHYCUで保護できなく

なります。

l リモートオフィス/ブランチオフィス( ROBO)環境のレプリカから仮想マシンおよびボリュームグループ

をバックアップするには、中央サイトNutanixクラスターとブランチオフィスサイトクラスターの両方を

追加する必要があります。

推奨事項

パフォーマンスを向上させるためには、iSCSIデータサービスIPアドレスをHYCUに追加しようとしている

Nutanixクラスターで指定することをお勧めします。これにより、データ保護操作中にNutanixロードバラ

ンシング機能が自動的に有効になり、Nutanixクラスターとストレージコンテナの過度なI/O負荷はなく

なります。iSCSIデータサービスIPアドレスの指定方法の詳細については、Nutanixの資料を参照してく

ださい。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「ハイパーバイザー」タブをクリックし、「 新規」をクリックします。

2. 以下のURL形式でNutanixクラスターの名前を入力します。

https://<ServerName>:<Port>

3. クラスター管理権限を持つユーザーのユーザー名とパスワードを入力します。

i重要クライアント認証が有効になっているNutanixクラスターを追加する場合は、必ずロー

カルユーザーを指定します。

4. HYCUを追加するNutanixクラスター上でクライアント認証が有効になっている場合のみ。「証明

書認証を有効にする」スイッチを使用し、信頼されたCA証明書、クライアント証明書、およびク

ライアント秘密鍵を参照してアップロードします。以下に注意してください。

l サポートされる証明書ファイル形式はPKCS#1とPKCS#8です。

l 秘密鍵は暗号化しないでください。
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n注Conjurを使用してHYCUのシークレットを管理する場合、ファイルを参照する代わりに

シークレットを提供するのであれば、「シークレットマネージャーから値を取得」を有効にするこ

とができます。シークレットの管理の詳細については、“シークレットの管理 ”ページ288を参照

してください。

証明書認証を有効にすることによって、HYCUがNutanixクラスターに接続することを許可します。

5. 「次へ」をクリックし、追加するNutanixクラスターのタイプに応じて、以下を実行します。

Nutanixクラスターのタイプ 説明

Nutanix AHVクラスター

ポリシーの自動割り当てを使用する場合、「Prism Centralの新

規資格情報」ダイアログボックスで、Nutanix AHVクラスターが登

録されているPrism CentralのURL、およびクラスター管理者権限

を持つユーザーのユーザー名とパスワードを指定します。そうでな

い場合は、すべてのフィールドを空白のままにします。「次へ」をク

リックします。

ポリシーの自動割り当ての詳細については、“自動ポリシー割り当

てのセットアップ”ページ91を参照してください。

Nutanix ESXiクラスター

「vSphereの新規資格情報」ダイアログボックスで、クラスターが登

録されているvCenter ServerのURLと、vCenter Serverの特定の

特権を持つユーザーのユーザー名とパスワードを指定して、

vSphere資格情報をNutanix ESXiクラスターに割り当てます。

「次へ」をクリックします。

n注Nutanix ESXiクラスターを追加すると、そのタイプの横

に、必要なvCenter Server許可があることを示す アイコンが

表示されます。

6. 「概要」ダイアログボックスで、検証が正常に実行されたことを確認し、「保存」をクリックします。

既存のNutanixクラスターはいずれも編集することができます( 「編集」をクリックして必要な変更を行

います)。または不要になったものは削除できます( 「削除」をクリックします)。Nutanixクラスターを削

除する際は、以下について考慮してください。

l 「スナップショットの削除」スイッチを使用すると、HYCUにより作成されたスナップショットを削除す

るか維持するか選べます。ポリシーでバックアップターゲットタイプとして「スナップショット」が定義さ

れていて、スナップショットの削除を選択した場合、すべてのバックアップデータが削除されることに

注意してください。

l Nutanixクラスターは、依存関係がなければ削除できます。そのため、ポリシーで中央サイトクラス

ターとして指定されているNutanixクラスターや、検証ポリシーで指定されているストレージコンテナ

をホストするNutanixクラスターは、その依存関係がすべて削除されるまで削除できません。

vCenterサーバーの追加

vSphere環境は、vCenterサーバーによって管理されるESXiホストで構成されます。1つ以上のデータ

センターに含まれているこれらの各ESXiホストには、アプリケーションを実行する一連の仮想マシンが
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存在します。1つ以上のvCenterサーバーをHYCUに追加することは、仮想マシンデータを保護するた

めの最初の手順です。vCenterサーバーをHYCUに追加するときに、保護する仮想マシンを含むデー

タセンターのみを追加するように選択できます。

前提条件

vCenterサーバーの特定の特権を持つユーザーが指定されている。どの特権をvSphereユーザーに割

り当てるべきかの詳細については、“vSphereユーザーへの特権の割り当て”ページ329を参照してくだ

さい。

制限事項

vCloud DirectorまたはスタンドアロンESXiホストの追加はサポートされていません。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「ハイパーバイザー」タブをクリックし、「 新規」をクリックします。

2. 以下のURL形式でvCenterサーバーの名前を入力します。

https://<vCenterServerFQDN>:<Port>

vCenter Serverの既定のポートは443です。

i重要必ずHYCUがこのFQDNを解決できるような仕方でHYCU DNS設定を構成します。

そのために、保護する仮想マシンが実行されているvCenterサーバーおよびESXiホストに接

続します。

3. vCenterサーバーの特定の特権を持つユーザーのユーザー名とパスワードを入力し、「次へ」をク

リックします。

4. vCenterサーバーに属するすべてのデータセンターのリストから、保護する仮想マシンが含まれる

データセンターを選択します。利用可能なすべてのデータセンターは、既定であらかじめ選択され

ています。

tヒントさらに、データセンターを検索するには、「検索」フィールドに名前を入力し、Enterを
押します。

5. 「次へ」をクリックします。

6. 「概要」ダイアログボックスで、検証が正常に実行されたことを確認し、「保存」をクリックします。

後で以下を実行できます。

l 既存のvCenterサーバーを編集します。これを実行するには、vCenterサーバーを選択し、「編
集」をクリックし、必要な変更を行い(優先するデータセンターの選択を含む)、「保存」をクリックし

ます。

l 不要になったvCenterサーバーを次のように削除します。

a. 削除するvCenterサーバーを選択し、「削除」をクリックします。

b. HYCUにより作成されたスナップショットを削除する場合のみです。「スナップショットの削除」

スイッチを有効にします。
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i重要スナップショットがポリシーでバックアップターゲットタイプとして定義されていて、ス

ナップショットの削除を選択した場合、すべてのバックアップデータは削除されます。

c. 「保存」をクリックします。

クラウド環境の追加

クラウドでのデータ保護の必要に応じて、以下をHYCUにソースとして追加できます。

クラウドソース 計画 ... 説明

Google Cloudプロジェ

クト

HYCUインスタンスを管理して、Google

CloudでNetApp Cloud Volumes Service

for Google Cloudによって作成されたファイ

ル共有の保護の一部としてHYCUをアップ

グレードします。

“Google Cloudプロジェクト

の追加”下

Azure Governmentサ

ブスクリプション

Azure Government環境で仮想マシンとア

プリケーションを保護します。

“Azure Governmentサブス

クリプションの追加 ”次の

ページ

Google Cloudプロジェクトの追加

NetApp Cloud Volumes Service for Google Cloudで作成されたファイル共有を保護する一環とし

て、Google CloudでHYCUインスタンスを管理してHYCUをアップグレードできるようにするには、1つ以

上のGoogle CloudプロジェクトをソースとしてHYCUに追加する必要があります。

前提条件

Google CloudサービスアカウントをHYCUに追加し、以下の権限があるCompute Adminロールまたは

カスタムロールを付与する必要があります。

compute.addresses.list compute.instances.deleteAccessConfig

compute.addresses.use compute.instances.get

compute.disks.create compute.instances.list

compute.disks.get compute.instances.setMetadata

compute.disks.use compute.instances.stop

compute.disks.useReadOnly compute.machineTypes.get

compute.images.get compute.subnetworks.get

compute.images.list compute.subnetworks.use

compute.images.useReadOnly compute.subnetworks.useExternalIp

compute.instances.create compute.zoneOperations.get

compute.instances.delete
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Google CloudサービスアカウントをHYCUに追加する方法に関する説明については、“Google Cloud

サービスアカウントの追加”ページ262を参照してください。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「クラウド」タブをクリックし、「 新規」をクリックします。

2. Google Cloudプロジェクトを選択して、「次へ」をクリックします。

3. 「クラウドアカウント」ドロップダウンメニューから、HYCU Backup ControllerおよびHYCUインスタン

ス(作成済みの場合 )が存在するプロジェクトにアクセスできるGoogle Cloudサービスアカウントを

選択します。

サービスアカウントを選択すると、その詳細(タイプ、プロジェクト ID、秘密鍵 ID、クライアントのE

メール、クライアント ID)が表示されます。

4. 「次へ」をクリックします。

5. 「概要」ダイアログボックスで、検証が正常に実行されたことを確認し、「保存」をクリックします。

既存のGoogle Cloudプロジェクトを表示したり( 「 ビュー」をクリック)、または不要になったものを削除

したり( 「削除」をクリック)できます。

Azure Governmentサブスクリプションの追加

Azure Government環境は、HYCUがデータ保護を提供する仮想マシンと仮想マシン上で実行され

るアプリケーションを含む、1つ以上のAzure Governmentサブスクリプションで構成されます。1つ以上

のAzure GovernmentサブスクリプションをHYCUに追加することは、データを保護するための最初の手

順です。

前提条件

Azure GovernmentサービスプリンシパルをHYCUに追加する必要があります。説明については、

“Azure Governmentサービスプリンシパルの追加 ”ページ265を参照してください。

制限事項

状態が「削除」または「無効化」のサブスクリプションは追加できません。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「クラウド」タブをクリックし、「 新規」をクリックします。

2. 「Azure Governmentサブスクリプション」を選択して、「次へ」をクリックします。

3. 「サービスプリンシパル」ドロップダウンメニューから、保護する仮想マシンとアプリケーションにアクセ

スできるサービスプリンシパルを選択します。
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4. 「サブスクリプション」ドロップダウンメニューから、HYCUに追加したいAzure Governmentサブスクリ

プションを選択し、「次へ」をクリックします。

5. 「概要」ダイアログボックスで、検証が正常に実行されたことを確認し、「保存」をクリックします。

既存のAzure Governmentサブスクリプションを表示したり( 「 ビュー」をクリック)、または不要になった

ものを削除したり( 「削除」をクリック)できます。Azure Governmentサブスクリプションを削除するとき

は、「スナップショットの削除」スイッチを使用して、HYCUにより作成されたスナップショットを削除する

か維持するか選べます。ポリシーでバックアップターゲットタイプとして「スナップショット」が定義されてい

て、スナップショットの削除を選択した場合、すべてのバックアップデータが削除されることに注意してく

ださい。

ファイルサーバーの追加

HYCUを使用すると、ファイルサーバー上のSMBおよびNFSファイル共有を保護できます。ストレージプ

ロバイダーが提供する特定のファイルサーバータイプや、汎用ファイルサーバーを追加できます。特定

のファイルサーバータイプを使用することは、以下の利点から推奨されます。

l HYCUはスナップショット機能を利用して、一貫性のあるバックアップを作成できます。

l ストレージプロバイダーのAPIにより、HYCUはインクリメンタルバックアップを実行できるようになりま

す。

バックアップに含めるファイル共有をホストするファイルサーバーを1つ以上追加できます。サポートされ

るファイルサーバーの情報については、HYCU互換性マトリックスを参照してください。

追加するファイルサーバーのタイプに応じて、以下のセクションのいずれかを参照してください。

l “Nutanix Filesサーバーの追加 ”ページ48

l “Dell PowerScale OneFSファイルサーバーの追加”ページ49

l “NetApp ONTAPサーバーの追加 ”ページ53

l “NetApp Cloud Volumes Service for Google Cloudの追加 ”ページ55

l “汎用ファイルサーバーの追加 ”ページ56

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

HYCUインスタンス

ファイル共有を保護するために、データ保護環境にHYCUインスタンスが導入されています。HYCUイ

ンスタンスは、ファイルサーバーのデータ保護操作を実行するためにHYCUが使用する仮想マシンであ

り、HYCU Backup Controllerの負荷を軽減します。

ファイル共有の保護を開始する前に、HYCU Backup Controllerには、データ保護操作を実行する

少なくとも1つの接続されたHYCUインスタンスが必要です。複数のHYCUインスタンスを持つことは、

データ保護操作を実行するときにHYCUインスタンスがそれらの間で負荷を共有できる多数のファイ

ル共有がある環境で特に役立ちます。

HYCUインスタンスは、以下のいずれかの方法で作成できます。
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l HYCU仮想アプライアンスの展開および「HYCUインスタンス」モードの選択によって。詳細につい

ては、“HYCU仮想アプライアンスの展開”ページ18を参照してください。

i重要Google Cloudの場合：この方法は、HYCUインスタンスの作成時には使用できませ

ん。

l HYCUWebユーザーインターフェースの使用によって。詳細については、“HYCUWebユーザーイン

ターフェースの使用によるHYCUインスタンスの作成”ページ271を参照してください。

後でHYCUインスタンスをデータ保護環境から削除することにした場合は、“HYCUインスタンスの削

除”ページ273での説明に従ってそれを実行できます。

考慮事項

l ファイルサーバーをHYCUに追加する前または後のどちらでもHYCUインスタンスを作成できます。

l 作成されたHYCUインスタンスは、対応するHYCU Backup Controllerに自動的に接続します。

l 各HYCUインスタンスは、既定では、16 GiBのRAM、1 CPU、8 CPUコア、および128 GiBのデー

タディスクサイズで作成されます。ただし、afs.instance.memory.mb、afs.instance.cpu、

afs.instance.cores.per.cpu、およびafs.instance.datadisk.size.gb構成設定

を、優先する値に設定することにより、これを上書きできます。HYCU構成設定のカスタマイズ方

法の詳細については、“HYCU構成設定のカスタマイズ”ページ381を参照してください。

l HYCU Backup Controllerのホスト名またはIPアドレスを変更する場合、接続されているすべての

HYCUインスタンスでも変更する必要があります。接続されている各HYCUインスタンスで、

/hycudata/opt/grizzly/config.propertiesファイル内のcatalog.master.url構成

設定を更新します。

l Nutanixクラスター上で実行するHYCUインスタンスの場合：複数のHYCUインスタンスに負荷を

分散させる場合、HYCUは、HYCU Backup Controllerおよびファイルサーバーと同じNutanixクラ

スター上で実行されているHYCUインスタンスに自動的に優先順位を付けます。ただし、

afs.instance.afs.cluster.priorityまたはafs.instance.bc.cluster.priority

構成設定を変更することにより、負荷分散プロセスを要件に合わせて調整できます。HYCU構

成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”ページ381を参

照してください。

n注Nutanix Filesサーバーをバックアップするときにのみ、

afs.instance.afs.cluster.priorityの設定を構成できます。

l Google Cloudで実行するHYCUインスタンスの場合：Google Cloudで複数のHYCUインスタンス

を実行することで、負荷を均等に分散させ、インスタンスの過負荷とその結果生じるダウンタイム

を防ぎます。

i重要すべてのHYCUインスタンスをすぐに利用できるようにしておくには、常に稼働させてお

く必要があります。これにより、Google Cloud請求先アカウントに追加料金が発生する場合

があります。
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Nutanix Filesサーバーの追加

前提条件

HYCUにはファイルサーバーへのアクセス権が必要です。関連する要件については、“HYCUのNutanix

Filesサーバーへのアクセスの有効化”下を参照してください。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「ファイルサーバー」タブをクリックし、「 新規」をクリックします。

2. 以下の形式で、ファイルサーバーのホスト名またはIPアドレスを入力しま

す：https://<Hostname/IP>:<Port>

デフォルト値 ( 9440) を使用する場合、ポートの入力はオプションです。

i重要ホスト名を入力する場合は、必ず固有の名前にします。

3. ファイルサーバーのREST APIアクセスのために、管理権限を持つユーザーのユーザー名とパスワー

ドを指定します。

4. 「次へ」をクリックします。

5. SMBファイル共有を保護する予定の場合は、「共有フォルダへのアクセスにはSMBプロトコルを使

用する」スイッチを有効にします。ファイルサーバー内のすべてのSMBファイル共有へのアクセス権

があるサーバーまたはバックアップ管理者のユーザー名とパスワードを入力します。資格情報を各

共有に個別に割り当てることはできないことに注意してください。

6. NFSファイル共有を保護する予定の場合は、「共有フォルダへのアクセスにはNFSv4プロトコルを

使用する」スイッチを有効にします。

7. 「保存」をクリックします。

後で以下を実行できます。

l いずれかの既存のファイルサーバーを編集します。これを実行するには、ファイルサーバーを選択

し、「編集」をクリックし、必要な変更を行い、「保存」をクリックします。

l 不要になったファイルサーバーを次のように削除します。

a. ファイルサーバーを選択し、「削除」をクリックします。「ファイルサーバーの削除」ダイアログボッ

クスが開きます。

b. HYCUにより作成されたスナップショットを削除する場合のみです。「スナップショットの削除」

スイッチを有効にします。

c. 「はい」をクリックします。

HYCUのNutanix Filesサーバーへのアクセスの有効化

HYCUがNutanix Filesサーバーにアクセスできるようにするには、着信REST API要求を検証するため

に、Nutanix Files環境を準備する必要があります。
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n注Nutanix Prismの一部のバージョンでは、「ロールの管理」ダイアログボックスでREST APIアク

セス許可を管理できます。詳細については、Nutanixの資料を参照してください。

このダイアログボックスが利用できない場合は、REST APIにアクセスするために新規ユーザーを作成し

ます。これを実行するには、次の手順に従います。

1. Nutanixクラスターへの接続を確立します。

ssh @<NutanixClusterHostname>

2. ncli fs listコマンドを実行して、ファイルサーバーのUUIDをリストします。

3. 新しいユーザーを以下のように作成します。

ncli fs add-user uuid=<UUIDFromStep2> user=<Username>
password=<Password>

Dell PowerScale OneFSファイルサーバーの追加

前提条件

l 追加するファイルサーバーにHYCUがアクセスできる必要があります。詳細については、“Dell

PowerScale OneFSユーザー許可”ページ52を参照してください。

l SMBファイル共有を保護することを予定している場合のみ。SMBユーザーは、各ファイル共有に

おいてrootとして実行する許可を持ち、バックアップ権限と復元権限が割り当てられている必要

があります。ユーザーがActive Directoryドメインに属している場合、ユーザーはバックアップオペ

レーターグループのメンバーでなければなりません。

l NFSv4プロトコルを使用してNFSファイル共有を保護することを予定している場合のみ。ファイル

サーバーでルートスカッシュを無効にする必要があります。

l 複数ゾーン管理モードが使用されている場合のみ。すべてのアクセスゾーンのファイル共有は、単

一のSMBアカウントを使用してアクセスできる必要があります。

考慮事項

l Dell PowerScale OneFSファイル共有を保護する場合、以下の管理モードのいずれかを使用で

きます。

o シングルゾーン管理モードは、特定のアクセスゾーン内のDell PowerScale OneFSファイル共

有を個別のソースとして保護できる高度なモードです。これにより、保護されたファイル共有

ごとにネットワークと認証の設定をカスタマイズできます。

o 複数ゾーン管理モードは、Dell PowerScale OneFSクラスター内の複数のアクセスゾーンを

単一のソースとして保護する基本モードです。

すべてのアクセスゾーンのファイル共有保護タスクは、Dell PowerScale OneFSサーバーのシ

ステムゾーンを経て実行されます。ただし、マルチゾーンモードでは、各アクセスゾーンのネット

ワークおよび認証設定をカスタマイズすることはできません。

l SMBファイル共有を保護することを予定している場合のみ。ファイルサーバーの追加の一環とし

て、HYCUはサーバー上のランダムなSMBファイル共有を使用して、SMB資格情報をテストしま

す。ユーザーがすべてのファイル共有に対する権限を持っているわけではない場合、テストは失敗
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する可能性があります。テストに失敗すると、ファイルサーバーの追加プロセスがエラーの報告で

終了します。HYCU config.propertiesファイルのafs.skip.smb.test構成設定をfalse

に変更することで、テストをスキップできます。HYCU構成設定のカスタマイズ方法の詳細につい

ては、“HYCU構成設定のカスタマイズ”ページ381を参照してください。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「ファイルサーバー」タブをクリックし、「 新規」をクリックします。

2. 「Dell PowerScale OneFSサーバー」を選択し、「次へ」をクリックします。

3. シングルアクセスゾーンでファイル共有を保護するか、または複数アクセスゾーンで同時に保護す

るかのどちらを予定しているかによって、以下のいずれかを実行します。

l 各アクセスゾーンのファイル共有を個別に保護する場合は、「複数ゾーンの追加」スイッチが

無効になっていることを確認します。

l 複数アクセスゾーンのファイル共有を単一ソースとして保護する場合は、「複数ゾーンの追

加」スイッチを有効にします。
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4. 以下の説明の、利用状況に当てはまるものに従ってください。

管理モード 説明

シングルゾーン

a. 以下の形式で、ファイルサーバーのホスト名またはIPアドレス、あるいは

Dell PowerScale OneFSアクセスゾーンを入力します。

https://<Hostname/IP>:<Port>

デフォルト値 ( 8080) を使用する場合、ポートの入力はオプションで

す。

i重要ホスト名を入力する場合は、必ず固有の名前にします。

b. ファイルサーバーのREST APIアクセスのために、管理権限を持つユー

ザーのユーザー名とパスワードを指定します。

c. 「次へ」をクリックします。

d. 現在のアクセスゾーンがシステムゾーンでない場合のみ。「システムゾー

ンの資格情報」で、システムゾーンのURL、システムゾーンのユーザー

名とパスワードを入力します。

e. SMBファイル共有を保護する予定の場合は、「共有フォルダへのアクセ

スにはSMBプロトコルを使用する」スイッチを有効にします。ファイルサー

バー内のすべてのSMBファイル共有へのアクセス権があるサーバーまた

はバックアップ管理者のユーザー名とパスワードを入力します。資格情

報を各共有に個別に割り当てることはできないことに注意してくださ

い。

f. NFSファイル共有を保護する予定の場合は、「共有フォルダへのアクセ

スにはNFSv4プロトコルを使用する」スイッチを有効にします。

複数ゾーン

a. 以下の形式で、Dell PowerScale OneFSシステムゾーンのホスト名ま

たはIPアドレスを入力します。

https://<Hostname/IP>:<Port>

デフォルト値 ( 8080) を使用する場合、ポートの入力はオプションで

す。

i重要ホスト名を入力する場合は、必ず固有の名前にします。

b. ファイルサーバーのREST APIアクセスのために、管理権限を持つユー

ザーのユーザー名とパスワードを指定します。

c. 「次へ」をクリックします。

d. 「ゾーン」で、すべてのアクセスゾーンを追加するのか特定のもののみを

追加するのかに応じて、以下のいずれかを実行します。

l すべてのアクセスゾーンを追加する場合：「すべてのゾーン」を選択

します。

l 特定のアクセスゾーンのみを追加する場合：「特定のゾーン」を選
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管理モード 説明

択し、ドロップダウンメニューから追加するゾーンを選択します。

e. SMBファイル共有を保護する予定の場合は、「共有フォルダへのアクセ

スにはSMBプロトコルを使用する」スイッチを有効にします。ファイルサー

バー内のすべてのSMBファイル共有へのアクセス権があるサーバーまた

はバックアップ管理者のユーザー名とパスワードを入力します。資格情

報を各共有に個別に割り当てることはできないことに注意してくださ

い。

f. NFSファイル共有を保護する予定の場合は、「共有フォルダへのアクセ

スにはNFSv4プロトコルを使用する」スイッチを有効にします。

5. 「保存」をクリックします。

後で以下を実行できます。

l いずれかの既存のDell PowerScale OneFSファイルサーバーを編集します。これを実行するに

は、ファイルサーバーを選択し、「編集」をクリックし、必要な変更を行い、「保存」をクリックしま

す。

l 不要になったファイルサーバーを次のように削除します。

a. HYCUから削除するDell PowerScale OneFSファイルサーバーを選択し、「削除」をクリック

します。

b. HYCUにより作成されたスナップショットを削除する場合のみです。「スナップショットの削除」

スイッチを有効にします。

c. 選択したファイルサーバーをHYCUから削除することを確認するには、「はい」をクリックします。

Dell PowerScale OneFSユーザー許可

保護する予定のファイル共有のトポロジーに応じて、以下のいずれかを実行します。

l システムゾーンまたは複数のアクセスゾーンでファイル共有を単一のソースとして保護することを予

定している場合：システムゾーンでユーザーを作成し、このユーザーに以下の許可を割り当てま

す。

o ジョブエンジン -書き込み
o NFS -読み取り
o プラットフォームAPI -読み取り
o SMB -読み取り
o スナップショット -書き込み
o 複数ゾーン管理モードの場合：ネットワーク -読み取り

l 非システムゾーンでファイル共有を単一のソースとして保護することを予定している場合：2つの

ユーザーを( 1つはシステムゾーンで、もう1つは非システムゾーンで)作成します。ユーザーを作成

したゾーンに応じて、以下のように各ユーザーに必要な権限を割り当てます。
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システムゾーン許可 非システムゾーン許可

ジョブエンジン -書き込み SMB -読み取り

プラットフォームAPI -読み取り NFS -読み取り

スナップショット -書き込み プラットフォームAPI -読み取り

NetApp ONTAPサーバーの追加

前提条件

l HYCUにはファイルサーバーへのアクセス権が必要です。「“NetApp ONTAPユーザー許可”次の

ページ」のセクションにある要件を参照してください。

l SMBファイル共有を保護することを予定している場合のみ。SMBユーザーには、バックアップを予

定しているすべてのファイル共有に対する読み取り/書き込みのフルアクセス権が必要です。ユー

ザーがActive Directoryドメインに属している場合、ユーザーはバックアップオペレーターグループの

メンバーでなければなりません。

l NetApp ONTAPバージョン9.10.1以降：ボリュームと共有のスナップショットコピーディレクトリへのク

ライアントアクセスを有効にする必要があります。詳細については、NetApp ONTAPの資料を参

照してください。

l NFSv4プロトコルを使用してNFSファイル共有を保護することを予定している場合のみ。

o 汎用NFSファイル共有の場合：NFSv4サーバーのエクスポートをリストできるようにするには、

一般的なファイル共有もNFSv3プロトコルをサポートしている必要があります。

n注エクスポートをリストできない場合、グローバルNFSv4ファイルシステムの第1レベル

フォルダは、HYCUの個別の共有として追加されます。

o ファイルサーバーでルートスカッシュが無効になっていることを確認します。

o バックアップするファイル共有のエクスポートポリシーには、HYCU Backup Controller、HYCU

インスタンスのサブネット、またはIPアドレスからのスーパーユーザーのアクセスを許可するルー

ルを含める必要があります。

考慮事項

SMBファイル共有を保護することを予定している場合のみ。ファイルサーバーの追加の一環として、

HYCUはサーバー上のランダムなSMBファイル共有を使用して、SMB資格情報をテストします。ユー

ザーがすべてのファイル共有に対する権限を持っているわけではない場合、テストは失敗する可能性

があります。テストに失敗すると、ファイルサーバーの追加プロセスがエラーの報告で終了します。

HYCU config.propertiesファイルのafs.skip.smb.test構成設定をfalseに変更すること

で、テストをスキップできます。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成

設定のカスタマイズ”ページ381を参照してください。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。
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手順

1. 「ソース」ダイアログボックスで、「ファイルサーバー」タブをクリックし、「 新規」をクリックします。

2. 選択したファイルの復元先 (元のファイルサーバー共有、別のファイルサーバー共有、外部または

共有、またはローカルマシン)に応じて、希望する復元オプションを選択し、「次へ」をクリックして、

説明に従います。

3. 以下の形式で、ファイルサーバーのホスト名またはIPアドレス、あるいはDell PowerScale OneFS

アクセスゾーンを入力します。

https://<Hostname/IP>:<Port>

デフォルト値 ( 443) を使用する場合、ポートの入力はオプションです。

i重要ホスト名を入力する場合は、必ず固有の名前にします。

4. ファイルサーバーのREST APIアクセスのために、管理権限を持つユーザーのユーザー名とパスワー

ドを指定します。

5. 「次へ」をクリックします。

6. SMBファイル共有を保護する予定の場合は、「共有フォルダへのアクセスにはSMBプロトコルを使

用する」スイッチを有効にします。ファイルサーバー内のすべてのSMBファイル共有へのアクセス権

があるサーバーまたはバックアップ管理者のユーザー名とパスワードを入力します。資格情報を各

共有に個別に割り当てることはできないことに注意してください。

7. NFSファイル共有を保護する予定の場合は、「共有フォルダへのアクセスにはNFSv4プロトコルを

使用する」スイッチを有効にします。

8. 「保存」をクリックします。

後で以下を実行できます。

l いずれかの既存のファイルサーバーを編集します。これを実行するには、ファイルサーバーを選択

し、「編集」をクリックし、必要な変更を行い、「保存」をクリックします。

l 不要になったファイルサーバーを次のように削除します。

a. ファイルサーバーを選択し、「削除」をクリックします。「ファイルサーバーの削除」ダイアログボッ

クスが開きます。

b. HYCUにより作成されたスナップショットを削除する場合のみです。「スナップショットの削除」

スイッチを有効にします。

c. 「はい」をクリックします。

NetApp ONTAPユーザー許可

以下に示すのは、ファイルサーバーのREST APIアクセスの管理者権限を持つユーザーに必要なエン

ドポイント許可のリストです。

エンドポイント 許可

/api/cluster 読み取り専用

/api/network/ip/interfaces 読み取り専用
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エンドポイント 許可

/api/protocols/cifs/shares 読み取り専用

/api/storage/volumes 読み取りおよび書き込み

/api/svm/svms 読み取り専用

NetApp Cloud Volumes Service for Google Cloudの追加

前提条件

l HYCUは、保護する予定の、NetApp Cloud Volumes Service for Google Cloudによって作成さ

れたファイル共有があるGoogle Cloudプロジェクトに展開する必要があります。詳細については、

“HYCUのGoogle Cloudへの展開 ”ページ34を参照してください。

l HYCUには追加されたサービスへのアクセス権が必要です。詳細については、“HYCUのNetApp

Cloud Volumes Service for Google Cloudへのアクセスの有効化 ”次のページを参照してくださ

い。

l SMBファイル共有を保護することを予定している場合のみ。Cloud Volumes構成でActive

Directory接続をセットアップするときには、SMBユーザーが企業のActive Directoryバックアップオ

ペレーターグループのメンバーであることを確認します。

l NFSv4プロトコルを使用してNFSファイル共有を保護することを予定している場合のみ。保護す

ることを予定しているファイル共有のエクスポートポリシーには、HYCU Backup Controllerのサブ

ネットまたはIPアドレスにフルアクセス許可を与えるルールを含める必要があります。

l 保護する予定のファイル共有は、Cloud Volumes構成の「スナップショットディレクトリ

( .snapshot)の作成」の表示設定がtrueに設定されている必要があります。

l HYCU インスタンスはNetApp Cloud Volumes Service for Google Cloudと同じGoogle Cloud

リージョンで実行する必要があります。

考慮事項

SMBファイル共有を保護することを予定している場合のみ。ファイルサーバーの追加の一環として、

HYCUはサーバー上のランダムなSMBファイル共有を使用して、SMB資格情報をテストします。ユー

ザーがすべてのファイル共有に対する権限を持っているわけではない場合、テストは失敗する可能性

があります。テストに失敗すると、ファイルサーバーの追加プロセスがエラーの報告で終了します。

HYCU config.propertiesファイルのafs.skip.smb.test構成設定をfalseに変更すること

で、テストをスキップできます。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成

設定のカスタマイズ”ページ381を参照してください。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「ファイルサーバー」タブをクリックし、「 新規」をクリックします。

2. NetApp Cloud Volumes Service for Google Cloudを選択して、「次へ」をクリックします。
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3. 「クラウドアカウント」ドロップダウンメニューから、Google Cloudサービスアカウントを選択します。

Google CloudサービスアカウントをHYCUに追加する方法に関する詳細については、“Google

Cloudサービスアカウントの追加”ページ262を参照してください。

4. SMBファイル共有を保護する予定の場合は、「共有フォルダへのアクセスにはSMBプロトコルを使

用する」スイッチを有効にします。ファイルサーバー内のすべてのSMBファイル共有へのアクセス権

があるサーバーまたはバックアップ管理者のユーザー名とパスワードを入力します。資格情報を各

共有に個別に割り当てることはできないことに注意してください。

5. NFSファイル共有を保護する予定の場合は、「共有フォルダへのアクセスにはNFSv4プロトコルを

使用する」スイッチを有効にします。

6. 「保存」をクリックします。

後で以下を実行できます。

l いずれかの既存のファイルサーバーを編集します。これを実行するには、ファイルサーバーを選択

し、「編集」をクリックし、必要な変更を行い、「保存」をクリックします。

l 不要になったファイルサーバーを次のように削除します。

a. ファイルサーバーを選択し、「削除」をクリックします。

b. HYCUにより作成されたスナップショットを削除する場合のみです。「スナップショットの削除」

スイッチを有効にします。

c. 「はい」をクリックします。

HYCUのNetApp Cloud Volumes Service for Google Cloudへのアクセスの有効化

HYCUのNetApp Cloud Volumes Service for Google Cloudへのアクセスを有効にするには、Google

Cloudサービスアカウントに、NetApp Cloud Volumes AdminおよびService Account Token Creator

ロール、または以下の許可を持つカスタムロールを付与する必要があります。

l cloudvolumesgcp-api.netapp.com/snapshots.create

l cloudvolumesgcp-api.netapp.com/snapshots.delete

l cloudvolumesgcp-api.netapp.com/snapshots.get

l cloudvolumesgcp-api.netapp.com/snapshots.list

l cloudvolumesgcp-api.netapp.com/volumes.get

l cloudvolumesgcp-api.netapp.com/volumes.list

l iam.serviceAccounts.signJwt

l resourcemanager.projects.get

汎用ファイルサーバーの追加

i重要汎用ファイルサーバーを使用することを予定している場合は、バックアップ処理中にファイ

ル共有に変更を加えないことをお勧めします。
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前提条件

l HYCUにはファイルサーバーへのアクセス権が必要です。

l SMBファイル共有を保護することを予定している場合のみ。SMBユーザーには、バックアップを予

定しているすべてのファイル共有に対する読み取り/書き込みのフルアクセス権が必要です。ユー

ザーがActive Directoryドメインに属している場合、ユーザーはバックアップオペレーターグループの

メンバーでなければなりません。

l NFSv4プロトコルを使用してNFSファイル共有を保護することを予定している場合のみ。NFSv4

サーバーのエクスポートをリストできるようにするには、一般的なファイル共有もNFSv3プロトコルを

サポートしている必要があります。

n注エクスポートをリストできない場合、グローバルNFSv4ファイルシステムの第1レベルフォル

ダは、HYCUの個別の共有として追加されます。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「ファイルサーバー」タブをクリックし、「 新規」をクリックします。

2. 選択したファイルの復元先 (元のファイルサーバー共有、別のファイルサーバー共有、外部または

共有、またはローカルマシン)に応じて、希望する復元オプションを選択し、「次へ」をクリックして、

説明に従います。

3. ファイルサーバーのホスト名を入力します。ホスト名にhttps://やポート番号を含めないでくださ

い。

4. SMBファイル共有を保護する予定の場合は、「共有フォルダへのアクセスにはSMBプロトコルを使

用する」スイッチを有効にします。ファイルサーバー内のすべてのSMBファイル共有へのアクセス権

があるサーバーまたはバックアップ管理者のユーザー名とパスワードを入力します。資格情報を各

共有に個別に割り当てることはできないことに注意してください。

5. カスタムSMBポート番号を指定するには、「SMB詳細設定」スイッチを有効にします。既定で

は、SMBポート番号は445です。SMBサーバーの宛先ポートが既定と異なる場合は、代替ポー

トを指定できます。有効なポート番号は0～65535です。

6. NFSファイル共有を保護する予定の場合は、「共有フォルダへのアクセスにはNFSv4プロトコルを

使用する」スイッチを有効にします。

7. 「保存」をクリックします。

後で以下を実行できます。

l いずれかの既存のファイルサーバーを編集します。これを実行するには、ファイルサーバーを選択

し、「編集」をクリックし、必要な変更を行い、「保存」をクリックします。

l 不要になったファイルサーバーを次のように削除します。

a. ファイルサーバーを選択し、「削除」をクリックします。「ファイルサーバーの削除」ダイアログボッ

クスが開きます。

b. 「はい」をクリックします。
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物理マシンの追加

1つ以上の物理マシンをHYCUに追加することは、物理マシンデータを保護するための最初のステップ

です。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスで、「物理マシン」タブをクリックし、「 新規」をクリックします。

2. 物理マシンの名前を入力します。

3. 物理マシンのホスト名またはIPアドレスを入力します。

4. 「保存」をクリックします。

既存の物理マシンはいずれも編集することができます( 「編集」をクリックして必要な変更を行いま

す)。または不要になったものは削除できます( 「削除」をクリックします)。

n注HYCUから物理マシンを削除してから(同じ名前とIPアドレスで)再度追加する場合、この

物理マシンは新しいものとして扱われるため、古い復元ポイントは使用できないことに注意してく

ださい。

ターゲットのセットアップ
ターゲットは、保護されたデータが保存される場所です。保護されたデータを保存するためにターゲッ

トを使用するだけでなく、HYCUではデータの保存場所としてスナップショットを定義することもできま

す。

バックアップターゲット

タイプ
説明

ターゲット

バックアップデータは、次のタイプのターゲットに保存できます。NFS、

SMB、Nutanix、Nutanix Objects、iSCSI、AWS S3/Compatible、

Azure、Google Cloud、およびテープ。

n注ファイルサーバー共有は、NFSまたはSMBのターゲットとして使

用できます。ファイルサーバーをターゲットとしてのみ使用し、ソースとし

て使用しない予定であれば、HYCUに追加する必要はありません。

ターゲットをセットアップする方法は、さまざまなターゲットタイプに共通で

す。ただし、各ターゲットタイプに必要な特定の前提条件と手順がありま

す。セットアップするターゲットに応じて、次のいずれかのセクションを参照し

てください。

l “NFSターゲットのセットアップ”次のページ

l “SMBターゲットのセットアップ”ページ61

l “Nutanixターゲットのセットアップ”ページ63
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バックアップターゲット

タイプ
説明

l “Nutanix Objectsターゲットのセットアップ”ページ65

l “iSCSIターゲットのセットアップ”ページ67

l “AWS S3/Compatibleターゲットのセットアップ”ページ69

l “Azureターゲットのセットアップ”ページ72

l “Google Cloudターゲットのセットアップ”ページ74

l “テープターゲットのセットアップ”ページ76

スナップショット

VMFSまたはNFSデータストアに存在するvSphere仮想マシンでは使用で

きません。バックアップデータはスナップショットとして元の場所に保存されま

す。

i重要HYCUによって作成されたスナップショットが破損したり、デー

タ保護環境で発生した災害が原因で利用できなくなったりした場

合、この場所からバックアップデータを復元することはできません。しか

し、データアーカイブが存在する場合は、ターゲットからデータを復元

することができます。

NFSターゲットのセットアップ

前提条件

l サービスが構成され、HYCU Backup ControllerとHYCUインスタンスにアクセス可能である。

l データを保存するための十分な空きスペースがターゲット上にある。

l ターゲットで重複排除が有効である場合、ターゲットはHYCUバックアップ専用とする。ターゲット

をHYCUバックアップ専用にすることにより、正確なストレージ使用率レポートが提供されます。

l ターゲットがWindows上にある場合は、Everyoneのローカル許可 (セキュリティ)はFull

Controlに設定されます。HYCUのみにこのシステムへのアクセスを制限する場合は、この目的

でHYCU Backup Controller IPアドレスを使用します。

l 物理マシンデータを保護する場合：ターゲットは物理マシンからアクセスできます。

制限事項

物理マシンデータを保護する場合：

l このタイプのターゲットにはLinux物理マシンのバックアップのみ保存できます。

l ターゲットの暗号化と圧縮はサポートされません。

推奨事項

バックアップデータが保存されているターゲットには、パブリックアクセスを無効にすることを強くお勧めし

ます。HYCUは、ターゲットに対してパブリックアクセスが有効になっているかどうかを自動的に検出し、

データへのアクセスを制限するようにセキュリティ設定を調整することを促す警告メッセージを発行しま
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す。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。

手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. オプション：「容量」フィールドで、バックアップファイル用に予約する最大ストレージ領域を入力しま

す( MiB、GiB、またはTiB単位 )。ターゲットがHYCUバックアップ専用でない場合には、このフィー

ルドは空欄にしておく必要があります。

このフィールドを空欄にしておくと、HYCUはターゲットから利用可能なストレージ領域の量を取得

します。

n注ターゲットで重複排除が有効である場合、ターゲットでのHYCUの必要なストレージ領

域の見積もりは、ストレージメディアでの必要な実際の領域の量よりも高くなる可能性があり

ます。したがって、そのような場合にはこのフィールドは空欄にしておくことをお勧めします。

4. 「同時バックアップ数」フィールドで、同時バックアップの最大数を指定します。

バックアップのスループットが許す限り、バックアップ時間とキューに入れられるバックアップジョブの量

を減らすために、さらに多くのバックアップジョブが同時に実行されるように指定できます。

5. データアーカイブ用にこのターゲットを予約する場合は、「アーカイブに使用」スイッチを使用しま

す。

i重要データのアーカイブに使用するターゲットは、データのバックアップまたはバックアップデー

タのコピーの保存には使用できません。

6. HYCUでバックアップデータをこのターゲットに保存する前に圧縮する場合は、「圧縮を有効にす

る」スイッチを使用します。圧縮は、バックアップデータ、バックアップデータのコピー、およびデータ

アーカイブに使用できます。

i重要データアーカイブ用に予約されているターゲット、特に多数の増分バックアップイメージ

を含むバックアップチェーンで圧縮を使用すると、HYCUのパフォーマンスが低下する可能性が

あります。さらに、圧縮を有効にしてターゲットへの圧縮データのアーカイブを行うと、HYCU

Backup Controllerのシステム要件が増える可能性があります。

7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチを有効にします。

従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。
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n注ファイル共有データのアーカイブを予定している場合、ファイル共有データのアーカイブは

既定ではターゲットから実行されるため、このオプションを有効にすることをお勧めします。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

9. 「タイプ」ドロップダウンメニューから、「NFS」を選択します。

10. NFSサーバー名またはIPアドレス、およびサーバーのルートからのNFS共有フォルダへのパスを入

力します(たとえば、/backups/HYCU)。

11. このターゲットに保存されているデータを暗号化する場合は、「ターゲットの暗号化」スイッチを使

用します。

n注ターゲットの暗号化を有効にする場合は、以下に注意してください。

l それによって重複排除率が影響を受ける可能性があります(ターゲットで重複排除が有

効である場合 )。

l 仮想マシン、アプリケーション、ファイル共有、ボリュームグループを復元するための暗号化

ターゲットをインポートできるようにするには、暗号化キーをファイルにエクスポートし、この

ファイルを安全に保管します。説明については、“暗号化キーのエクスポート ”ページ266

を参照してください。

12. 「保存」をクリックします。

ターゲットはターゲットのリストに追加されます。ターゲットの管理の詳細については、“ターゲットの管

理”ページ232を参照してください。

SMBターゲットのセットアップ

前提条件

l サービスが構成され、HYCU Backup ControllerとHYCUインスタンスにアクセス可能である。

l データを保存するための十分な空きスペースがターゲット上にある。

l ターゲットで重複排除が有効である場合、ターゲットはHYCUバックアップ専用とする。ターゲット

をHYCUバックアップ専用にすることにより、正確なストレージ使用率レポートが提供されます。

l サポートされるSMBバージョンが使用されている。サポートされるSMBのバージョンのリストについ

ては、HYCU互換性マトリックスを参照してください。

l 物理マシンデータを保護する場合：ターゲットは物理マシンからアクセスできます。

制限事項

物理マシンデータを保護する場合：

l このタイプのターゲットにはWindows物理マシンのバックアップのみ保存できます。

l ターゲットの暗号化と圧縮はサポートされません。

推奨事項

バックアップデータが保存されているターゲットには、パブリックアクセスを無効にすることを強くお勧めし

ます。HYCUは、ターゲットに対してパブリックアクセスが有効になっているかどうかを自動的に検出し、
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データへのアクセスを制限するようにセキュリティ設定を調整することを促す警告メッセージを発行しま

す。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。

手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. オプション：「容量」フィールドで、バックアップファイル用に予約する最大ストレージ領域を入力しま

す( MiB、GiB、またはTiB単位 )。ターゲットがHYCUバックアップ専用でない場合には、このフィー

ルドは空欄にしておく必要があります。

このフィールドを空欄にしておくと、HYCUはターゲットから利用可能なストレージ領域の量を取得

します。

n注ターゲットで重複排除が有効である場合、ターゲットでのHYCUの必要なストレージ領

域の見積もりは、ストレージメディアでの必要な実際の領域の量よりも高くなる可能性があり

ます。したがって、そのような場合にはこのフィールドは空欄にしておくことをお勧めします。

4. 「同時バックアップ数」フィールドで、同時バックアップの最大数を指定します。

バックアップのスループットが許す限り、バックアップ時間とキューに入れられるバックアップジョブの量

を減らすために、さらに多くのバックアップジョブが同時に実行されるように指定できます。

5. データアーカイブ用にこのターゲットを予約する場合は、「アーカイブに使用」スイッチを使用しま

す。

i重要データのアーカイブに使用するターゲットは、データのバックアップまたはバックアップデー

タのコピーの保存には使用できません。

6. HYCUでバックアップデータをこのターゲットに保存する前に圧縮する場合は、「圧縮を有効にす

る」スイッチを使用します。圧縮は、バックアップデータ、バックアップデータのコピー、およびデータ

アーカイブに使用できます。

i重要データアーカイブ用に予約されているターゲット、特に多数の増分バックアップイメージ

を含むバックアップチェーンで圧縮を使用すると、HYCUのパフォーマンスが低下する可能性が

あります。さらに、圧縮を有効にしてターゲットへの圧縮データのアーカイブを行うと、HYCU

Backup Controllerのシステム要件が増える可能性があります。

7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチを有効にします。

従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。
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n注ファイル共有データのアーカイブを予定している場合、ファイル共有データのアーカイブは

既定ではターゲットから実行されるため、このオプションを有効にすることをお勧めします。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

9. 「タイプ」ドロップダウンメニューから、「SMB」を選択します。

10. オプション：ドメインとユーザー資格情報を入力します。

11. SMBサーバー名またはIPアドレス、およびサーバーのルートからのSMB共有フォルダへのパスを入

力します(たとえば、/backups/HYCU)。

12. このターゲットに保存されているデータを暗号化する場合は、「ターゲットの暗号化」スイッチを使

用します。

n注ターゲットの暗号化を有効にする場合は、以下に注意してください。

l それによって重複排除率が影響を受ける可能性があります(ターゲットで重複排除が有

効である場合 )。

l 仮想マシン、アプリケーション、ファイル共有、ボリュームグループを復元するための暗号化

ターゲットをインポートできるようにするには、暗号化キーをファイルにエクスポートし、この

ファイルを安全に保管します。説明については、“暗号化キーのエクスポート ”ページ266

を参照してください。

13. 「保存」をクリックします。

ターゲットはターゲットのリストに追加されます。ターゲットの管理の詳細については、“ターゲットの管

理”ページ232を参照してください。

Nutanixターゲットのセットアップ

前提条件

Nutanixターゲットが作成されるNutanixクラスターは、HYCU Backup Controllerにアクセスできる必要

がある。

制限事項

l Nutanixターゲットは、ファイル共有データを保存するためには使用できません。

l 物理マシンのバックアップをこのタイプのターゲットに保存することはサポートされません。

考慮事項

l HYCUが自動的に作成し、Nutanixターゲットとして使用するNutanixクラスター上のストレージコ

ンテナは、バックアップデータ保存の専用にする必要があります。このようなストレージコンテナの名

前は先頭がHYCU-接頭語であるため、同じ接頭語を持つ独自のストレージコンテナは作成しな

いでください。これらのストレージコンテナは、データの復元、データの複製、およびHYCUインスタ

ンスの作成時には宛先として使用できないことに注意してください。

l Nutanix Mine with HYCUを採用することを予定している場合のみ。Nutanixターゲットを追加す

る際に、まだ追加していない場合は、関連するNutanixクラスターをソースとしてHYCUに追加す

ることもできます。
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l Nutanix Mine with HYCUの場合：Nutanix Mine with HYCUダッシュボードで、Nutanixターゲット

はMineストレージとしてリストされます。

推奨事項

パフォーマンスを向上させるためには、Nutanixターゲットを作成するNutanixクラスターでiSCSIデータ

サービスIPアドレスを指定することをお勧めします。これにより、データ保護操作中にNutanixロードバ

ランシング機能が自動的に有効になり、Nutanixクラスターとストレージコンテナの過度なI/O負荷はな

くなります。iSCSIデータサービスIPアドレスの指定方法の詳細については、Nutanixの資料を参照して

ください。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。

手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. オプション：「容量」フィールドで、バックアップファイル用に予約する最大ストレージ領域を入力しま

す( MiB、GiB、またはTiB単位 )。

このフィールドを空欄にしておくと、HYCUはターゲットから利用可能なストレージ領域の量を取得

します。

4. 「同時バックアップ数」フィールドで、同時バックアップの最大数を指定します。

バックアップのスループットが許す限り、バックアップ時間とキューに入れられるバックアップジョブの量

を減らすために、さらに多くのバックアップジョブが同時に実行されるように指定できます。

5. データアーカイブ用にこのターゲットを予約する場合は、「アーカイブに使用」スイッチを使用しま

す。

i重要データのアーカイブに使用するターゲットは、データのバックアップまたはバックアップデー

タのコピーの保存には使用できません。

6. HYCUでバックアップデータをこのターゲットに保存する前に圧縮する場合は、「圧縮を有効にす

る」スイッチを使用します。圧縮は、バックアップデータ、バックアップデータのコピー、およびデータ

アーカイブに使用できます。

i重要データアーカイブ用に予約されているターゲット、特に多数の増分バックアップイメージ

を含むバックアップチェーンで圧縮を使用すると、HYCUのパフォーマンスが低下する可能性が

あります。さらに、圧縮を有効にしてターゲットへの圧縮データのアーカイブを行うと、HYCU

Backup Controllerのシステム要件が増える可能性があります。

7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチを有効にします。
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従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

9. 「タイプ」ドロップダウンメニューから、「Nutanix」を選択します

10. 以下のURL形式でNutanixクラスターの名前を入力します。

https://<ServerName>:<Port>

11. クラスター管理権限を持つユーザーのユーザー名とパスワードを入力します。

i重要クライアント認証が有効になっているNutanixクラスターを追加する場合は、必ずロー

カルユーザーの資格情報を指定します。

12. ストレージコンテナでそれぞれのNutanixオプションを有効にして、Nutanixクラスターの有効なスト

レージ容量を増やす場合は、次のスイッチを1つ以上使用します。

l 重複排除

l イレージャーコーディング

l ハードウェア圧縮

これらのオプションの詳細については、Nutanixの資料を参照してください。

13. このターゲットに保存されているデータを暗号化する場合は、「ターゲットの暗号化」スイッチを使

用します。

n注ターゲットの暗号化を有効にする場合は、以下に注意してください。

l クラスターの有効なストレージ容量を増やすことを目的としたオプションと組み合わせて

ターゲット暗号化を有効にしても、そのようなオプションは有効になりません。

l 仮想マシン、アプリケーション、ボリュームグループを復元するための暗号化ターゲットをイ

ンポートできるようにするには、暗号化キーをファイルにエクスポートし、このファイルを安全

に保管します。説明については、“暗号化キーのエクスポート ”ページ266を参照してくださ

い。

14. 「保存」をクリックします。

ターゲットはターゲットのリストに追加されます。ターゲットの管理の詳細については、“ターゲットの管

理”ページ232を参照してください。

Nutanix Objectsターゲットのセットアップ

前提条件

l サービスが構成され、アクセス可能である。

l 安全なHTTPSアクセスを提供する場合は、CA証明書 /チェーンをHYCUにインポートします。詳

細については、“カスタム証明書のインポート ”ページ294を参照してください。
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制限事項

l ライフサイクルポリシーでHYCUオブジェクトとバージョンの有効期限が有効になっているターゲット

へのバックアップデータの保存は、サポートされていません。

l 物理マシンのバックアップをこのタイプのターゲットに保存することはサポートされません。

考慮事項

WORMが有効なNutanix Objectsターゲットは、ターゲットのリストの アイコンで表されます。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。

手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. 「容量」フィールドで、バックアップファイル用に予約する最大ストレージ領域を入力します( MiB、

GiB、またはTiB単位 )。

4. 「同時バックアップ数」フィールドで、同時バックアップの最大数を指定します。

バックアップのスループットが許す限り、バックアップ時間とキューに入れられるバックアップジョブの量

を減らすために、さらに多くのバックアップジョブが同時に実行されるように指定できます。

5. データアーカイブ用にこのターゲットを予約する場合は、「アーカイブに使用」スイッチを使用しま

す。

i重要データのアーカイブに使用するターゲットは、データのバックアップまたはバックアップデー

タのコピーの保存には使用できません。

6. HYCUでバックアップデータをこのターゲットに保存する前に圧縮する場合は、「圧縮を有効にす

る」スイッチを使用します。圧縮は、バックアップデータ、バックアップデータのコピー、およびデータ

アーカイブに使用できます。

i重要データアーカイブ用に予約されているターゲット、特に多数の増分バックアップイメージ

を含むバックアップチェーンで圧縮を使用すると、HYCUのパフォーマンスが低下する可能性が

あります。さらに、圧縮と圧縮データのアーカイブを有効にして、バックアップ、バックアップデータ

のコピー、およびターゲットへのアーカイブを行うと、HYCU Backup Controllerのシステム要件

が増える可能性があります。

7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチを有効にします。

従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。



3データ保護環境の確立

67

n注ファイル共有データのアーカイブを予定している場合、ファイル共有データのアーカイブは

既定ではターゲットから実行されるため、このオプションを有効にすることをお勧めします。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

9. 「タイプ」ドロップダウンメニューから、「Nutanix Objects」を選択します

10. 以下の情報を提供します。

必須情報 注

サービスエンドポイント
HTTPまたはHTTPSプロトコルを含む、完全なサービスエンドポイ

ントURLを入力する必要があります。

バケット名
バケットの名前を入力します。バケットが存在しない場合、それを

HYCUが自動的に作成します。

アクセスキーID アクセスキーIDとシークレットアクセスキーは、S3 REST APIサービ

スコールを認証するために使用されます。秘密アクセスキー

11. HYCUがパススタイルURL( https://<ServiceEndpointURL>/<BucketName>)を使用して

バケットにアクセスする場合は、「パススタイルアクセス」スイッチを使用します。HYCUは、既定で

は仮想ホストスタイルURL( https://<BucketName>.<ServiceEndpointURL>)を使用しま

す。

12. このターゲットに保存されているデータを暗号化する場合は、「ターゲットの暗号化」スイッチを使

用します。

n注仮想マシン、アプリケーション、ファイル共有、ボリュームグループを復元するための暗号

化ターゲットをインポートできるようにするには、暗号化キーをファイルにエクスポートし、この

ファイルを安全に保管します。説明については、“暗号化キーのエクスポート ”ページ266を参

照してください。

13. 「保存」をクリックします。

ターゲットはターゲットのリストに追加されます。ターゲットの管理の詳細については、“ターゲットの管

理”ページ232を参照してください。

iSCSIターゲットのセットアップ

前提条件

l サービスが構成され、アクセス可能である。

l ターゲットがまだ初期化されていない。

l HYCU iSCSIイニシエーターの秘密は、HYCUとiSCSIサーバーの間の相互認証を有効にする場

合に、iSCSIサーバー上に追加される。

制限事項

l iSCSIターゲットは、ファイル共有データを保存するためには使用できません。

l 物理マシンのバックアップをこのタイプのターゲットに保存することはサポートされません。
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考慮事項

l 選択したiSCSIターゲット上に複数のボリュームが作成されている場合、HYCUはデータを保存す

るためにアクセスできるすべてのボリュームのディスクを使用します。

l iSCSIターゲットとして使用されるNutanixボリュームグループは、未使用のブロックを自動的に破

棄します。他のタイプのiSCSIターゲットの場合、このオプションは手動で追加できます。詳細につ

いては、HYCUカスタマーサポートにお問い合わせください。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。

手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. オプション：「容量」フィールドで、バックアップファイル用に予約する最大ストレージ領域を入力しま

す( MiB、GiB、またはTiB単位 )。

このフィールドを空欄にしておくと、HYCUはターゲットから利用可能なストレージ領域の量を取得

します。

4. 「同時バックアップ数」フィールドで、同時バックアップの最大数を指定します。

バックアップのスループットが許す限り、バックアップ時間とキューに入れられるバックアップジョブの量

を減らすために、さらに多くのバックアップジョブが同時に実行されるように指定できます。

5. データアーカイブ用にこのターゲットを予約する場合は、「アーカイブに使用」スイッチを使用しま

す。

i重要データのアーカイブに使用するターゲットは、データのバックアップまたはバックアップデー

タのコピーの保存には使用できません。

6. HYCUでバックアップデータをこのターゲットに保存する前に圧縮する場合は、「圧縮を有効にす

る」スイッチを使用します。圧縮は、バックアップデータ、バックアップデータのコピー、およびデータ

アーカイブに使用できます。

i重要データアーカイブ用に予約されているターゲット、特に多数の増分バックアップイメージ

を含むバックアップチェーンで圧縮を使用すると、HYCUのパフォーマンスが低下する可能性が

あります。さらに、圧縮を有効にしてターゲットへの圧縮データのアーカイブを行うと、HYCU

Backup Controllerのシステム要件が増える可能性があります。

7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチを有効にします。

従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

https://support.hycu.com/hc/en-us/categories/115000458185-Hycu
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9. 「タイプ」ドロップダウンメニューから、「iSCSI」を選択します

10. ターゲットポータルIPアドレスとターゲット名を入力します。

n注HYCU以外のソースからのデータがストレージデバイスに存在する場合、そのようなター

ゲットはHYCUバックアップに設定できません。

11. iSCSIサーバーがCHAP認証を必要とする場合には、CHAPセクションで、以下を実行します。

a. CHAPスイッチを使用してCHAP認証を有効にし、iSCSIサーバーにアクセスするユーザーアカ

ウントのユーザー名とターゲットシークレット (セキュリティキー)を入力します。

b. iSCSIターゲットがHYCUによって認証されるようにする場合は、「相互認証を実行」スイッチ

を使用します。この場合、HYCU iSCSIイニシエーターの秘密はiSCSIサーバー上で指定さ

れる必要があります。iSCSIイニシエーターの秘密の設定の詳細については、“iSCSIイニシ

エーターシークレットの設定”ページ273を参照してください。

12. このターゲットに保存されているデータを暗号化する場合は、「ターゲットの暗号化」スイッチを使

用します。

i重要仮想マシン、アプリケーション、ボリュームグループを復元するための暗号化ターゲット

をインポートできるようにするには、暗号化キーをファイルにエクスポートし、このファイルを安全

に保管します。説明については、“暗号化キーのエクスポート ”ページ266を参照してください。

13. 「保存」をクリックします。

ターゲットはターゲットのリストに追加されます。ターゲットの管理の詳細については、“ターゲットの管

理”ページ232を参照してください。

AWS S3/Compatibleターゲットのセットアップ

前提条件

l サービスが構成され、アクセス可能である必要があります。

l S3バケットがAWSまたはその他サポート対象のS3互換環境で作成され、構成されている必要

があります。サポート対象のS3互換クラウドストレージソリューションのリストについては、HYCU互
換性マトリックスを参照してください。

l 以下の最低限必要なAWS S3許可を指定する必要があります。

o 全般的な許可：

s3:GetObject、s3:GetObjectRetention、s3:DeleteObject、s3:PutObject、

s3:ListBucket、s3:GetBucketAcl、s3:ListBucketMultipartUploads、

s3:GetBucketLocation、s3:GetBucketObjectLockConfiguration、

s3:DeleteObjectVersion、s3:ListBucketVersions、および

s3:GetBucketVersioning。

o 追加の許可：

n AWS S3ターゲットの場合：s3:GetBucketPublicAccessBlock。

n S3互換ターゲットの場合：s3:ListMultipartUploadPartsおよび

s3:AbortMultipartUpload。
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n オブジェクトロック( WORM)が有効なWasabi S3互換ターゲットの場

合：s3:ListMultipartUploadParts、s3:AbortMultipartUpload、
s3:GetObjectVersion

l Amazon Virtual Private Cloud( VPC)のAWS S3ターゲットへのデータ保存を予定している場合

のみ。インターフェースVPCエンドポイントをセットアップする必要があります。

l S3互換ターゲットの場合：安全なHTTPSアクセスを提供する場合は、CA証明書 /チェーンを

HYCUにインポートします。詳細については、“カスタム証明書のインポート ”ページ294を参照して

ください。

l Tencent Cloudターゲットのセットアップの場合：サービスエンドポイントURLにバケット名が含まれ

ていないことを確認します。たとえば、Tencent Cloudアクセスドメインがhttps://testbucket-

1234567890.cos.ap-chengdu.myqcloud.comの場合、「HYCUサービスエンドポイント」

フィールドに、バケット名なしでURLを入力します。

https://cos.ap-chengdu.myqcloud.com

制限事項

l HYCUは、Glacier Flexible RetrievalおよびGlacier Deep Archiveストレージクラスを使用する

AWS S3ターゲットはサポートしません。

l HYCUは現在、AWS S3 Signatureバージョン4のみをサポートしています。

l ライフサイクルポリシーでHYCUオブジェクトとバージョンの有効期限が有効になっているターゲット

へのバックアップデータの保存は、サポートされていません。

l 物理マシンのバックアップをこのタイプのターゲットに保存することはサポートされません。

l オブジェクトロック( WORM)が無効になっているWasabi S3互換ターゲットの場合：このようなター

ゲットへのデータのバックアップは、コンプライアンスモードが有効になっていない場合にのみサポー

トされます。

考慮事項

l オブジェクトロック( WORM)が有効なAWS S3、Cloudian S3互換、Scality S3互換、Wasabi S3

互換のターゲットは、ターゲットリストの アイコンで表されます。

l ターゲットの追加時に指定することを予定しているサービスエンドポイントがAmazon S3エンドポイ

ントでない場合は、ストレージクラスの設定がサポートされているかどうかをデータストレージベン

ダーに確認してください。

推奨事項

バックアップデータが保存されているターゲットには、パブリックアクセスを無効にすることを強くお勧めし

ます。HYCUは、ターゲットに対してパブリックアクセスが有効になっているかどうかを自動的に検出し、

データへのアクセスを制限するようにセキュリティ設定を調整することを促す警告メッセージを発行しま

す。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。
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手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. 「容量」フィールドで、バックアップファイル用に予約する最大ストレージ領域を入力します( MiB、

GiB、またはTiB単位 )。

4. 「同時バックアップ数」フィールドで、同時バックアップの最大数を指定します。

バックアップのスループットが許す限り、バックアップ時間とキューに入れられるバックアップジョブの量

を減らすために、さらに多くのバックアップジョブが同時に実行されるように指定できます。

5. データアーカイブ用にこのターゲットを予約する場合は、「アーカイブに使用」スイッチを使用しま

す。

i重要データのアーカイブに使用するターゲットは、データのバックアップまたはバックアップデー

タのコピーの保存には使用できません。

6. HYCUでバックアップデータをこのターゲットに保存する前に圧縮する場合は、「圧縮を有効にす

る」スイッチを使用します。圧縮は、バックアップデータ、バックアップデータのコピー、およびデータ

アーカイブに使用できます。

i重要データアーカイブ用に予約されているターゲット、特に多数の増分バックアップイメージ

を含むバックアップチェーンで圧縮を使用すると、HYCUのパフォーマンスが低下する可能性が

あります。さらに、圧縮と圧縮データのアーカイブを有効にして、バックアップ、バックアップデータ

のコピー、およびターゲットへのアーカイブを行うと、HYCU Backup Controllerのシステム要件

が増える可能性があります。

7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチをその既定の状態(有効化)のままにしておきます。

従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。

n注ファイル共有データのアーカイブを予定している場合、ファイル共有データのアーカイブは

既定ではターゲットから実行されるため、このオプションを有効のままにしておくことをお勧めし

ます。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

9. 「タイプ」ドロップダウンメニューから、「AWS S3/Compatible」または「AWS Government」を選択

します。

10. サービスエンドポイントURL、バケット名、アクセスキーID、および秘密アクセスキーを入力します。

アクセスキーと秘密アクセスキーは、Amazon APIサービス呼び出しの認証に使用されます。

11. 「ストレージクラス」ドロップダウンメニューから、ターゲットのAmazon S3ストレージクラスを選択しま

す。既定のオプションを選択したままにすると、ストレージクラスがAmazon S3のターゲットに割り
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当てられます。

i重要ストレージクラスが異なれば、データストレージとデータ取得のコストも異なります。

Amazon S3ストレージクラスの詳細については、AWSの資料を参照してください。

12. HYCUがパススタイルURL( https://s3.amazonaws.com/<BucketName>)を使用してバケッ

トにアクセスする場合は、「パススタイルアクセス」スイッチを使用します。HYCUは、既定では仮想

ホストスタイルURL( https://<BucketName>.s3.amazonaws.com)を使用します。

13. このターゲットに保存されているデータを暗号化する場合は、「ターゲットの暗号化」スイッチを使

用します。

n注仮想マシン、アプリケーション、ファイル共有、ボリュームグループを復元するための暗号

化ターゲットをインポートできるようにするには、暗号化キーをファイルにエクスポートし、この

ファイルを安全に保管します。説明については、“暗号化キーのエクスポート ”ページ266を参

照してください。

14. 「保存」をクリックします。

ターゲットはターゲットのリストに追加されます。ターゲットの管理の詳細については、“ターゲットの管

理”ページ232を参照してください。

Azureターゲットのセットアップ

前提条件

サービスが構成され、アクセス可能である。

制限事項

l 物理マシンのバックアップをこのタイプのターゲットに保存することはサポートされません。

l 階層ネームスペースが有効になっているターゲットへのデータのバックアップはサポートされていませ

ん。

考慮事項

l 仮想マシンとボリュームグループの場合：Azureターゲット上のデータは、ホット、クール、およびアー

カイブストレージ層に保存できます。データアーカイブを復元するときに、HYCUは、Blobオブジェク

トストレージの層がアーカイブストレージ層からホットストレージ層に変更されるデータリハイドレー

トを実行します。これを完了するには数時間かかる場合があることに注意してください。HYCU

は、後でデータをアーカイブストレージ層に戻します。

l 仮想マシン、アプリケーション、ボリュームグループの場合：HYCUは、保持期間が少なくとも180

日間に設定されている各データアーカイブを、次のアーカイブ同期中にAzureのクールストレージ

層またはホットストレージ層からアーカイブストレージ層に自動的に移動します。アーカイブスト

レージ層は頻繁にアクセスされないデータを保存するために最適化されており、少なくとも180日

間保存されるため、データアーカイブをアーカイブストレージ層に移動することで、HYCUによりデー

タは最も費用効率の高い方法で保存されることになります。

l ファイル共有の場合：HYCUは、ファイル共有データアーカイブをアーカイブストレージ層に自動的

に移動しません。ファイル共有データをバックアップした後に、データをアーカイブストレージ層に手
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動で移動した場合、データを復元する前に、クールストレージ層またはホットストレージ層に戻せ

ることも確認する必要があります。

l 不変性ポリシー( WORM)が設定されているAzureターゲットは、ターゲットのリストでは アイコンで

表されます。

推奨事項

l バックアップデータが保存されているターゲットには、パブリックアクセスを無効にすることを強くお勧

めします。HYCUは、ターゲットに対してパブリックアクセスが有効になっているかどうかを自動的に

検出し、データへのアクセスを制限するようにセキュリティ設定を調整することを促す警告メッセー

ジを発行します。

l バックアップおよび復元操作中に作成される一時コンテナをHYCUが削除できるようにするには、

バージョンレベルの不変性サポートが有効になっているストレージアカウントに属するAzureター

ゲットを設定しないことを推奨します。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。

手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. 「容量」フィールドで、バックアップファイル用に予約する最大ストレージ領域を入力します( MiB、

GiB、またはTiB単位 )。

4. 「同時バックアップ数」フィールドで、同時バックアップの最大数を指定します。

バックアップのスループットが許す限り、バックアップ時間とキューに入れられるバックアップジョブの量

を減らすために、さらに多くのバックアップジョブが同時に実行されるように指定できます。

5. データアーカイブ用にこのターゲットを予約する場合は、「アーカイブに使用」スイッチを使用しま

す。

i重要データのアーカイブに使用するターゲットは、データのバックアップまたはバックアップデー

タのコピーの保存には使用できません。

6. HYCUでバックアップデータをこのターゲットに保存する前に圧縮する場合は、「圧縮を有効にす

る」スイッチを使用します。圧縮は、バックアップデータ、バックアップデータのコピー、およびデータ

アーカイブに使用できます。

i重要データアーカイブ用に予約されているターゲット、特に多数の増分バックアップイメージ

を含むバックアップチェーンで圧縮を使用すると、HYCUのパフォーマンスが低下する可能性が

あります。さらに、圧縮と圧縮データのアーカイブを有効にして、バックアップ、バックアップデータ

のコピー、およびターゲットへのアーカイブを行うと、HYCU Backup Controllerのシステム要件

が増える可能性があります。
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7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチをその既定の状態(有効化)のままにしておきます。

従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。

n注ファイル共有データのアーカイブを予定している場合、ファイル共有データのアーカイブは

既定ではターゲットから実行されるため、このオプションを有効のままにしておくことをお勧めし

ます。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

9. 「タイプ」ドロップダウンメニューから、「AZURE」、「AZURE Government」、または「AZURE

China」を選択します。

10. ストレージアカウント名、秘密アクセスキー、およびコンテナ名を入力します。

n注コンテナが存在しない場合、自動的に作成されます。

11. このターゲットに保存されているデータを暗号化する場合は、「ターゲットの暗号化」スイッチを使

用します。

n注仮想マシン、アプリケーション、ファイル共有、ボリュームグループを復元するための暗号

化ターゲットをインポートできるようにするには、暗号化キーをファイルにエクスポートし、この

ファイルを安全に保管します。説明については、“暗号化キーのエクスポート ”ページ266を参

照してください。

12. 「保存」をクリックします。

ターゲットはターゲットのリストに追加されます。ターゲットの管理の詳細については、“ターゲットの管

理”ページ232を参照してください。

Google Cloudターゲットのセットアップ

前提条件

l Google Cloudサービスアカウントが作成済みで、HYCUに追加されている。クラウドアカウントを

HYCUに追加する方法に関する説明については、“Google Cloudサービスアカウントの追加”ペー

ジ262を参照してください。

l HYCUに追加した作成済みのGoogle Cloudサービスアカウントにリンクされているプロジェクトに、

Google Cloudストレージバケットが作成されている。

l サービスが構成され、アクセス可能である。

l バケットロック( WORM)がターゲットで有効になっている場合のみ。HYCUに追加するGoogle

Cloudサービスアカウントは、Google Cloudで次の許可が付与されている必要がありま

す：storage.buckets.createおよびstorage.buckets.delete。

制限事項

物理マシンのバックアップをこのタイプのターゲットに保存することはサポートされません。
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考慮事項

l データを最も費用対効果の高い方法で保存するために、HYCUはデータを、ポリシーで設定され

た保持期間に最適なGoogle Cloudストレージクラスに保存します。したがって、そのようなデータ

は、バケットの既定のストレージクラスとして設定されたものとは異なるストレージクラスに保存でき

ます。ただし、バケットの既定のストレージクラスが標準に設定されている場合、バックアップデータ

とバックアップデータのコピーは、常に標準のストレージクラスに保存されます。

l 保持期間が365日以上に設定されている各データアーカイブは、次回のアーカイブ同期中に、

Google Cloudアーカイブストレージクラスに自動的に移動します。

l バケットロック( WORM)が有効なGoogle Cloudターゲットは、ターゲットのリストでは アイコンで表

されます。

推奨事項

バックアップデータが保存されているターゲットには、パブリックアクセスを無効にすることを強くお勧めし

ます。HYCUは、ターゲットに対してパブリックアクセスが有効になっているかどうかを自動的に検出し、

データへのアクセスを制限するようにセキュリティ設定を調整することを促す警告メッセージを発行しま

す。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。

手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. 「容量」フィールドで、バックアップファイル用に予約する最大ストレージ領域を入力します( MiB、

GiB、またはTiB単位 )。

4. 「同時バックアップ数」フィールドで、同時バックアップの最大数を指定します。

バックアップのスループットが許す限り、バックアップ時間とキューに入れられるバックアップジョブの量

を減らすために、さらに多くのバックアップジョブが同時に実行されるように指定できます。

5. データアーカイブ用にこのターゲットを予約する場合は、「アーカイブに使用」スイッチを使用しま

す。

i重要データのアーカイブに使用するターゲットは、データのバックアップまたはバックアップデー

タのコピーの保存には使用できません。

6. HYCUでバックアップデータをこのターゲットに保存する前に圧縮する場合は、「圧縮を有効にす

る」スイッチを使用します。圧縮は、バックアップデータ、バックアップデータのコピー、およびデータ

アーカイブに使用できます。

i重要データアーカイブ用に予約されているターゲット、特に多数の増分バックアップイメージ

を含むバックアップチェーンで圧縮を使用すると、HYCUのパフォーマンスが低下する可能性が

あります。さらに、圧縮と圧縮データのアーカイブを有効にして、バックアップ、バックアップデータ
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のコピー、およびターゲットへのアーカイブを行うと、HYCU Backup Controllerのシステム要件

が増える可能性があります。

7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチをその既定の状態(有効化)のままにしておきます。

従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。

n注ファイル共有データのアーカイブを予定している場合、ファイル共有データのアーカイブは

既定ではターゲットから実行されるため、このオプションを有効のままにしておくことをお勧めし

ます。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

9. 「Type」ドロップダウンメニューから、「Google Cloud」を選択します。

10. 「バケット名」フィールドで、バケット名を入力します。

n注指定したバケットは、HYCUに追加したGoogle Cloudサービスアカウントにリンクされて

いるプロジェクトで作成する必要があります。

11. 「クラウドアカウント」ドロップダウンメニューから、HYCUに追加したGoogle Cloudサービスアカウン

トを選択します。

12. このターゲットに保存されているデータを暗号化する場合は、「ターゲットの暗号化」スイッチを使

用します。

n注仮想マシン、アプリケーション、ファイル共有、ボリュームグループを復元するための暗号

化ターゲットをインポートできるようにするには、暗号化キーをファイルにエクスポートし、この

ファイルを安全に保管します。説明については、“暗号化キーのエクスポート ”ページ266を参

照してください。

13. 「保存」をクリックします。

ターゲットはターゲットのリストに追加されます。ターゲットの管理の詳細については、“ターゲットの管

理”ページ232を参照してください。

テープターゲットのセットアップ

HYCUは、QStar Archive Storage Manager (ASM)のIntegral Volumeセットで長期間保管するデー

タをアーカイブする際、テープを使用できます。

前提条件

l ライセンスされた容量がアーカイブデータを保存するのに十分である。

l QStarキャッシュのサイズが十分である。

l QStarにアーカイブデータを保存するための十分な空きスペースがある。

詳細については、QStarの資料を参照してください。
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制限事項

l ターゲットの圧縮はサポートされていません。アーカイブデータはターゲットに保存されるまで圧縮

できません。

l このタイプのターゲットからデータを復元することは、個々のファイル、アプリケーション全体、

SQL Serverデータベース、Exchange Serverデータベース、メールボックス、パブリックフォルダ、

Oracleデータベースインスタンスと表領域、およびファイル共有ではサポートされていません。

考慮事項

l アーカイブデータの保存にのみテープターゲットを使用してください。

l 各 Integral VolumeセットはHYCUでは個別のターゲットとして扱われます。

手順

1. 「ターゲット」パネルで、「 追加」をクリックします。「ターゲットを追加」ダイアログボックスが開きま

す。

2. ターゲットの名前とその説明 (オプション)を入力します。

3. オプション：「容量」フィールドで、アーカイブデータ用に予約する最大領域を入力します( MiB、

GiB、またはTiB単位 )。

4. 「同時バックアップ数」フィールドで、同時アーカイブジョブの最大数を指定します。データアーカイ

ブの期間とキューに入れられるアーカイブジョブの量を減らすために、さらに多くのアーカイブジョブを

同時に実行するように指定できます。

i重要QStarキャッシュのサイズが同時アーカイブ操作をサポートするのに十分であることを

確認する必要があります。複数のアーカイブジョブを同時に実行するよう指定することで、

HYCU Backup Controllerのシステム要件が増加する可能性があることに注意してください。

5. 「アーカイブに使用」オプションが有効であることを確認します。

6. 「圧縮を有効にする」オプションが無効であることを確認します。

7. ターゲットからデータを読み取るための料金が発生する可能性がある場合のみ。追加料金を避

けるために最初に他の場所からデータの読み取りをHYCUに試行させたい場合は、「従量性ター

ゲット」スイッチを有効にします。

従量性ターゲットスイッチを有効にすると、HYCUはスナップショットが利用可能であればそこから、

またはこのデータを含み、追加料金が発生しない他のターゲットから、データの取得を試みます。

それができない場合、データはターゲットから読み込まれます。

n注ファイル共有データのアーカイブを予定している場合、ファイル共有データのアーカイブは

既定ではターゲットから実行されるため、このオプションを有効にすることをお勧めします。

8. 「次へ」をクリックします。「ターゲットの詳細情報」ダイアログボックスが開きます。

9. 「タイプ」ドロップダウンメニューから、次のいずれかのテープターゲットを選択して、説明に従いま

す。
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ターゲットタイプ 説明

QStar NFS

a. HYCUが共有フォルダにアクセスしてWebサービス呼び出しをするのに

使用するユーザー資格情報を入力します。

b. データをアーカイブするIntegral Volumeセットの名前を入力します。

c. Webサービス情報を入力します。既定のポートが使用され、QStar

サーバーへのHTTPSアクセスが構成されている場合、QStarサーバーの

ホスト名を入力します。そうでない場合は、以下の形式でのQStarサー

バーへのアクセスに使用されるURLを指定します。

https://<QStarServer>:<Port>

d. オプション：マウントされているIntegral Volumeセットの共有フォルダへの

パスを入力します。このフィールドを空にしていると、HYCUが共有フォル

ダへのパスの取得を試行します。

e. このターゲットに保存されているデータを暗号化する場合は、「ターゲッ

トの暗号化」スイッチを使用します。

n注ターゲットの暗号化を有効にする場合は、以下に注意してく

ださい。

l 圧縮率が影響を受ける可能性があります(テープ圧縮が有効

になっている場合)。

l 仮想マシン、アプリケーション、ファイル共有、ボリュームグループ

を復元するための暗号化ターゲットをインポートできるようにす

るには、暗号化キーをファイルにエクスポートし、このファイルを

安全に保管します。説明については、“暗号化キーのエクス

ポート ”ページ266を参照してください。

QStar SMB

a. オプション：共有フォルダでアクセス許可を持つアカウントが登録されて

いるドメインを指定します。

b. HYCUが共有フォルダにアクセスしてWebサービス呼び出しをするのに

使用するユーザー資格情報を入力します。

c. データをアーカイブするIntegral Volumeセットの名前を入力します。

d. Webサービス情報を入力します。既定のポートが使用され、QStar

サーバーへのHTTPSアクセスが構成されている場合、QStarサーバーの

ホスト名を入力します。そうでない場合は、以下の形式でのQStarサー

バーへのアクセスに使用されるURLを指定します。

https://<QStarServer>:<Port>

e. オプション：マウントされているIntegral Volumeセットの共有フォルダへの

パスを入力します。このフィールドを空にしていると、HYCUが共有フォル

ダへのパスの取得を試行します。

f. このターゲットに保存されているデータを暗号化する場合は、「ターゲッ

トの暗号化」スイッチを使用します。
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ターゲットタイプ 説明

n注ターゲットの暗号化を有効にする場合は、以下に注意してく

ださい。

l 圧縮率が影響を受ける可能性があります(テープ圧縮が有効

になっている場合)。

l 仮想マシン、アプリケーション、ファイル共有、ボリュームグループ

を復元するための暗号化ターゲットをインポートできるようにす

るには、暗号化キーをファイルにエクスポートし、このファイルを

安全に保管します。説明については、“暗号化キーのエクス

ポート ”ページ266を参照してください。

10. 「保存」をクリックします。

テープターゲットを作成すると、ターゲットのリストに追加され、アイコンで表示されます。

バックアップ戦略の定義
HYCUでは、自動バックアップをスケジュールして、回復ポイントと時間目標、およびバックアップ保持

要件に基づいて最適なレベルのデータ保護を実現できます。バックアップは、一定の分、時間、日、

週、または月が経過するごとに開始するようにスケジュールできます。

バックアップ戦略を定義するときは、環境の特定の要件を考慮に入れ、次のことを検討してください。

l 目標復旧時点 ( RPO)

RPOは、データ損失が許容可能と見なされる最大期間(月、週、日、時間、または分 )です。た

とえば、RPOを24時間に設定するということは、業務で過去24時間のデータのみを失うのは許容

できるということです。

l 目標復旧時間 ( RTO)

RTOは、災害発生後のデータの復元に費やすことができる最大時間(月、週、日、時間、また

は分単位)です。

次の方法のうち、どの方法が要件に最も適しているかを決定します。

l 定義済みポリシーの活用

定義済みポリシー( Gold、Silver、Bronze)のいずれかを使用することで、データ保護の実装を簡

素化できます。詳細については、“定義済みポリシーの活用 ”次のページを参照してください。

l カスタムポリシーの作成

定義済みポリシーが要件を満たさない場合は、新しいポリシーを作成し、要件に合わせて調整

できます。詳細については、“カスタムポリシーの作成 ”次のページを参照してください。

ポリシー方法を決定したら、次のことを考慮します。

l 定義済みポリシーまたはカスタムポリシーのいずれかが環境のすべてのデータ保護目標を満たし

ている場合、そのようなポリシーを既定として設定できます。詳細については、“既定のポリシーの

設定 ”ページ92を参照してください。
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l 仮想マシンへのポリシーの自動割り当てをセットアップできます。詳細については、“自動ポリシー

割り当てのセットアップ”ページ91を参照してください。

定義済みポリシーの活用

データ保護環境を構築するときには、データ保護を有効にする迅速かつ便利な方法を提供し、最も

一般的なデータ保護シナリオをカバーする、定義済みポリシーを利用できます。

HYCUには次の定義済みポリシーが付属しています。

定義済みポリシーのタ

イプ
説明

Gold データは4時間ごとにバックアップされ、4時間以内に復元されます。

Silver データは12時間ごとにバックアップされ、12時間以内に復元されます。

Bronze データは24時間ごとにバックアップされ、24時間以内に復元されます。

エンティティをバックアップ対象から除外する場合は、「除外」ポリシーを使用できます。

カスタムポリシーの作成

要件を定義済みのポリシーでカバーできない場合には、新しいポリシーを作成して、要件に合わせて

調整できます。要件に合わせてポリシーを調整し、優先するRPO、RTO、およびターゲットを設定し

ながら、最適なポリシー実装のために1つ以上のポリシーオプションを有効にすることもできます。それら

のポリシーオプションは以下のとおりです。

ポリシーオプション 説明

コピー
「ターゲット」をバックアップターゲットタイプとして選択している場合に

のみ使用できます。バックアップデータのコピーを作成できます。

アーカイブ 長期保管目的でデータを保存できます。

Fast restore

VMFSまたはNFSデータストアに存在するvSphere仮想マシンには

使用できません。または、バックアップターゲットタイプとして「スナップ

ショット」が選択されている場合は使用できません。指定した保持期

間、ローカルスナップショットを保持することにより、仮想マシン、アプリ

ケーション、およびボリュームグループデータを元のストレージコンテナ

に迅速に復元できます。

このオプションを有効にすると、HYCUは保持設定に応じて元の場

所に複数のスナップショットを保持します。これにより、仮想マシン、ア

プリケーション、ボリュームグループデータを迅速に復元し、ダウンタイ

ムを削減できます。

Backup from replica
Nutanixクラスターにのみ使用できます。リモートオフィス/ブランチオフィ

ス( ROBO)環境のレプリカから仮想マシンおよびボリュームグループを
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ポリシーオプション 説明

バックアップできます。

i重要保護する仮想マシンとボリュームグループを含むNutanix
保護ドメインに設定したスケジュール間隔が、HYCUポリシーで

設定されたRPO以下であることを確認します。

Nutanixクラスター上の各スナップショットのレプリケーション保持は、

HYCUポリシーで設定されたRPOに自動的に調整されることに注意

してください。これにより、HYCUは変更ブロックトラッキング( CBT)機

能を使用して、最後のスナップショット以降に変更されたデータのリス

トを取得し、増分バックアップを実行できます。

Nutanix PrismWebコンソールを介した仮想マシンおよびボリュームグ

ループの保護の詳細については、Nutanixの資料を参照してくださ

い。

自動割り当て

仮想マシンへのポリシーの自動割り当てをセットアップできます。これ

を行うには、まずNutanix Prism、VMware vSphere、またはAzure

Governmentで仮想マシンにカテゴリー、タグ、またはカスタム属性を

適用し、次にHYCUポリシーで、対応するメタデータを指定します。

ポリシーの作成

データ保護環境のすべての要件を満たすカスタムポリシーを作成できます。

前提条件

l バックアップジョブおよびバックアップコピージョブのタイムウィンドウを指定することを予定している場

合は、それらが作成済みであることを確認してください。タイムウィンドウを指定することで、バック

アップおよびバックアップコピージョブを開始できる時間枠を定義します。タイムウィンドウの詳細に

ついては、“タイムウィンドウの作成 ”ページ85を参照してください。

l 「アーカイブ」ポリシーオプションを有効にする予定の場合は、必ずデータアーカイブを事前に作成

します。この実行方法の詳細については、“データアーカイブの作成 ”ページ89を参照してくださ

い。

l ROBO環境のレプリカからデータをバックアップすることを予定している場合は、以下のようにしま

す。

o 保護する必要がある仮想マシンとボリュームグループを含む保護ドメインが作成され、指定さ

れたスケジュール間隔は、HYCUポリシーで設定されたRPO以下にする必要があります。

Nutanix PrismWebコンソールを介した仮想マシンおよびボリュームグループの保護の詳細に

ついては、Nutanixの資料を参照してください。

o 中央サイトNutanixクラスターとブランチオフィスサイトクラスターの両方をHYCUに追加する必

要があります。詳細については、“Nutanixクラスターの追加”ページ40を参照してください。

l 自動割り当てポリシーオプションを有効にすることを予定している場合は、“自動ポリシー割り当て

のセットアップ”ページ91に記載されている情報を十分に理解しておくようにします。
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制限事項

Backup from replicaオプションを有効にする予定の場合のみ：LeapがPrism Centralで有効になって

いるかどうかによって、次の制限が適用されます。

l Leapが有効でない：レプリカからのデータのバックアップは、仮想マシンとボリュームグループに対し

てサポートされます。

l Leapが有効：レプリカからのデータのバックアップは、仮想マシンに対してのみサポートされます。

考慮事項

l バックアップターゲットタイプとして「スナップショット」を選択する予定の場合のみ。RPOと保持期

間を設定するときは、HYCUによって作成されるスナップショットの数が、ソースの最大数とスナップ

ショットの制限を超えてはならないことに注意してください。

l vSphere仮想マシンを保護し、Fast restoreオプションを有効にすることを予定している場合の

み。スナップショットをソースに保持できるのは、すべての仮想マシンのディスクがvVolsまたはvSAN

データストアにある場合のみです。ディスクのいずれかがVMFSまたはNFSデータストアにある場

合、そのようなポリシーを仮想マシンに割り当てることはできません。

「ポリシー」パネルのアクセス

「ポリシー」パネルにアクセスするには、ナビゲーションペインで、「ポリシー」をクリックします。

手順

1. 「ポリシー」パネルで、「 新規」をクリックします。「新しいポリシー」ダイアログボックスが表示されま

す。

2. ポリシーの名前とその説明(オプション)を入力します。

3. 以下のいずれかのポリシーオプションをクリックして、有効なオプションのリストに追加します。

l バックアップ(必須 )

l コピー

l アーカイブ

l Fast restore

l Backup from replica

l 自動割り当て

i重要以下に注意してください。

l 「Backup from replica」オプションは、vSphere仮想マシンとアプリケーション、および

HYCU Backup Controllerには使用できません。

l Fast restoreオプションは、VMFSまたはNFSデータストアにあるvSphere仮想マシンでは

使用できません。

l バックアップターゲットタイプとして「スナップショット」を選択した場合、コピーとFast restore

オプションは使用できません。

4. 「バックアップ」セクションで、以下を実行します。
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a. 「バックアップ頻度」フィールドで、RPOを設定します(月、週、日、時間、または分単位)。

b. バックアップターゲットタイプとして「ターゲット」を選択している場合のみ。「復旧時間」フィール

ドで、RTOを設定します(月、週、日、時間、または分単位)。

c. 「保持期間」フィールドで、データの保持期間(月、週、日、または時間単位 )を設定しま

す。保存期間は、復元ポイントが期限切れになる時期を定義します。データ保持期間の詳

細については、“データ保持期間の管理 ”ページ282を参照してください。

n注AWS S3またはNutanix Objectsターゲットでオブジェクトロックを使用する場合の

み。保持期間は、クラウドターゲットで指定されているオブジェクト保持期間とほぼ同じに

することをお勧めします。

d. 「バックアップターゲットタイプ」で、保護済みデータを保存する場所を選択します。

l スナップショット

l ターゲット

i重要「スナップショット」バックアップターゲットタイプは、VMFSまたはNFSデータストアに

存在するvSphere仮想マシンでは使用できません。

e. バックアップターゲットタイプとして「ターゲット」を選択している場合のみ。「新しいバックアップ

チェーンを開始する」で、新しいバックアップチェーンを開始するタイミングを選択します。

l バックアップのしきい値

最後の完全バックアップ以降のデータの変更率がこのオプションに指定した値を超える

と、新しいバックアップチェーンが開始されます。既定値は25です。

l バックアップチェーンの長さ

バックアップチェーン内の完全バックアップと後続の増分バックアップの数が、このオプション

に指定した値を超えると、新しいバックアップチェーンが開始されます。既定値は7です。

バックアップチェーンの長さがバックアップタイムウィンドウに与える影響の詳細については、“バッ

クアップウィンドウの作成 ”ページ86を参照してください。

n注両方のオプションを選択した場合、指定した値のいずれかを超えたときに新しい

バックアップチェーンが開始されます。

f. バックアップターゲットタイプとして「ターゲット」を選択している場合のみ。「ターゲット」ドロップダ

ウンメニューから、保護されたデータの保存に使用する1つ以上のターゲットを選択します。

ターゲットを自動的に選択する場合は、必ず「自動的に選択」オプションを選択します。この

場合、HYCU拡張スケジューラーは、RPOおよびRTOポリシー設定への準拠を保証できる

ターゲットのみを自動的に選択します。RPOよりも推定バックアップ時間が短く、RTOよりも

推定復元時間が短いターゲットは、ターゲットのプールに追加されます。HYCU拡張スケ

ジューラーは、各エンティティサイズ、およびターゲットのバックアップと復元のスループットと

キューに基づいて、バックアップと復元の終了時間を計算し、バックアップが最速で完了する

ターゲットを選択します。

n注増分バックアップのターゲットは、選択したターゲットプール内の任意のターゲットに

することができます。バックアップチェーン内のすべてのバックアップに対して単一のターゲッ

トを使用するには、必ずポリシーごとに単一のターゲットを選択します。



3データ保護環境の確立

84

g. バックアップウィンドウを指定する場合のみ。「バックアップウィンドウを使用する」スイッチを有

効にし、「バックアップウィンドウ」ドロップダウンメニューから、バックアップジョブのバックアップウィ

ンドウを選択します。選択できるバックアップウィンドウがなく、作成したい場合には、“バック

アップウィンドウの作成”ページ86を参照してください。

5. 有効にしたポリシーオプションに応じて、以下を実行します。

有効なオプショ

ン
手順

コピー

「ターゲット」をバックアップターゲットタイプとして選択している場合にのみ使

用できます。バックアップデータのコピーを作成するには、「コピー」セクション

で、以下を実行します。

a. バックアップデータのコピーの保持期間(月、週、または日単位 )を設定

します。

b. 「ターゲット」ドロップダウンメニューから、バックアップデータのコピーの保

存に使用する1つ以上のターゲットを選択します。

ターゲットを自動的に選択する場合は、必ず「自動的に選択」オプショ

ンを選択します。コピーターゲットは、データの安全性の理由において

バックアップターゲットとは異なる場所になります。

n注バックアップデータのコピーを保存する用途に複数のターゲット

があり、バックアップデータの複数のコピーが並行して作成されてい

る場合、HYCUは、キューに入れられたバックアップとターゲットで実

行中のバックアップの推定サイズに基づいて、それらのコピーをター

ゲット間で適切に分散させます。

c. コピーウィンドウを指定する場合のみ。「コピーアップウィンドウを使用す

る」スイッチを有効にし、「コピーウィンドウ」ドロップダウンメニューから、

バックアップコピージョブのコピーウィンドウを選択します。選択できるコ

ピーウィンドウがなく、作成したい場合には、“コピーウィンドウの作成”

ページ87を参照してください。

アーカイブ

データをアーカイブするには、「アーカイブ」セクションの「データアーカイブ」ド

ロップダウンメニューから、データアーカイブを選択します。選択できるデータ

アーカイブがなく、作成したい場合には、“データアーカイブの作成”ページ89

を参照してください。

Fast restore

VMFSまたはNFSデータストアに存在するvSphere仮想マシンには使用でき

ません。または、バックアップターゲットタイプとして「スナップショット」が選択さ

れている場合は使用できません。高速復元ができるソースに複数のスナッ

プショットを保持するには、「Fast restore」セクションで、スナップショットの保

持期間(月、週、日、時間、または分 )を設定します。たとえば、RPOを2

日間に設定し、スナップショット保持期間を4日間に設定すると、ソースで2

つのスナップショットを使用できます。
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有効なオプショ

ン
手順

n注スナップショット保持期間は、RPOより短くしたり、バックアップ保

持期間より長くしたりすることはできません。

Backup from

replica

Nutanixクラスターにのみ使用できます。レプリカからデータをバックアップする

には、「Backup from replica」セクションの「中央サイトクラスター」ドロップダ

ウンメニューから、エンティティのレプリカが存在するクラスターを選択します。

自動割り当て

自動ポリシー割り当てをセットアップするには、「自動割り当て」セクション

で、メタデータのキーと値を入力し、「追加」をクリックします。必要であれ

ば、追加するすべてのキーと値についてこの手順を繰り返します。

i重要Nutanix Prismのカテゴリーに複数の値が含まれており、同じ

キーを異なる値でHYCUに追加したい場合、追加する値ごとにこの手

順を繰り返す必要があります。

6. 「保存」をクリックします。

カスタムポリシーが作成され、ポリシーのリストに追加されます。ポリシーの管理の詳細については、“ポ

リシーの管理 ”ページ236を参照してください。

タイムウィンドウの作成

HYCUでは、バックアップジョブおよびバックアップコピージョブを開始できる時間枠を定義できます。タイ

ムウィンドウを使用する場合、バックアップジョブまたはバックアップコピージョブは指定された時間内に

のみ開始されるため、効率が向上し、環境の過負荷が回避されます。たとえば、バックアップジョブま

たはバックアップコピージョブを非実稼働時間に実行するようにスケジュールすることで、ピーク時の負

荷を減らすことができます。

定義済みのポリシーとカスタムポリシーの両方で、タイムウィンドウを使用できます。

i重要タイムウィンドウを定義するときは、影響を受けるポリシーで指定されているRPOが、その

タイムウィンドウ内で達成できることを確認します。RPOが、バックアップジョブまたはバックアップコ

ピージョブを開始できない時間枠より短い場合、結果としてエンティティはバックアップ要件に準拠

しなくなります。

バックアップウィンドウとコピーウィンドウのどちらを作成するかによって、次のいずれかのセクションを参照

します。

l “バックアップウィンドウの作成”次のページ

l “コピーウィンドウの作成 ”ページ87

「タイムウィンドウ」ダイアログボックスへのアクセス

「タイムウィンドウ」ダイアログボックスにアクセスするには、「ポリシー」パネルで、「タイムウィンドウ」を

クリックします。
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バックアップウィンドウの作成

手順

1. 「タイムウィンドウ」ダイアログボックスで、「 新規」をクリックします。「ウィンドウを選択」ダイアログ

ボックスが表示されます。

2. 「バックアップウィンドウ」を選択して、「次へ」をクリックします。

3. バックアップウィンドウの名前と説明(オプション)を入力します。

4. 「タイムゾーン」ドロップダウンメニューで、バックアップウィンドウのタイムゾーンを指定します。表示さ

れているタイムゾーン(ローカルタイムゾーンまたはHYCU Backup Controllerタイムゾーン)のいず

れかをクリックするか、ドロップダウンメニューから選択することができます。

5. 「完全 /増分」または「増分のみ」をクリックして、バックアップタイプに応じてバックアップをスケジュー

ルします。

n注以下に注意してください。

l ポリシーで「ターゲット」をバックアップターゲットタイプとして選択している場合のみ。「完

全 /増分」時間枠では、任意の完全および増分バックアップが開始されますが、「増分の

み」時間枠では、増分バックアップのみが開始されます。ただし、何らかの理由(たとえ

ば、「コピーポリシー」オプションが有効になっている、スナップショットがない、ディスクが仮

想マシンに追加されたなど)で増分バックアップを開始できない場合は、代わりに完全

バックアップが開始されます。「増分のみ」時間枠も同様です。

l ポリシーで「ターゲット」をバックアップターゲットタイプとして選択しており、バックアップチェー

ンの長さが次に達している場合のみ：

o 「完全 /増分」スケジュールオプションが選択されている場合、最初のバックアップは新

しいバックアップチェーンを開始する完全バックアップとなります。それ以降のバックアッ

プは、チェーンの長さが再び限界に達するまで増分されます。

o 「増分のみ」スケジュールオプションを選択すると、すべてのバックアップが増分となりま

す。

l ポリシーで「ターゲット」をバックアップターゲットタイプとして選択しており、バックアップ

チェーンの長さが次に達している場合のみ。バックアップは増分です。それ以降の「完全 /

増分」の時間枠で行われるすべてのバックアップは完全バックアップになります。

l ポリシーで「スナップショット」をバックアップターゲットタイプとして選択している場合のみ。

HYCUによって実行されるバックアップは、データ保護環境に最小限の影響しか与えない

ため、「完全 /増分」と「増分」の両方の時間枠で開始されます。

6. 選択したバックアップタイプのバックアップの実行を開始する、曜日と時間を選択します。別のバッ

クアップタイプのバックアップの時間枠を指定するには、別のバックアップタイプを選択してから、この

手順を繰り返します。

tヒントクリックしてドラッグすると、追加する日と時間を含む時間枠をすばやく選択できま

す。

選択した時間枠が「時間枠」フィールドに表示されます。選択した時間枠を削除する場合は、そ
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の隣の「x」をクリックします。

7. 「保存」をクリックします。

既存のバックアップウィンドウはいずれも後から編集することができます( 「編集」をクリックして必要な

変更を行います)。または不要になったものは削除できます( 「削除」をクリックします)。

バックアップウィンドウを作成したら、以下を実行できます。

l 新しいポリシーを作成するときにバックアップウィンドウを指定します。詳細については、“ポリシーの

作成 ”ページ81を参照してください。

l バックアップウィンドウを既存のポリシーに割り当てます。これを実行するには、ポリシーを選択し、

「編集」をクリックし、必要な変更を行います。

例
Bronzeポリシーを選択し、土曜日と日曜日に開始されるすべてのタイプのバックアップの時間枠と、

平日の午後6時から午前6時の間に開始される増分のみバックアップの時間枠を指定しています。

この場合、バックアップジョブは、指定されたバックアップウィンドウ内の任意の時点で24時間ごとに開

始されます(完全バックアップは週末のみに開始されます)。

コピーウィンドウの作成

手順

1. 「タイムウィンドウ」ダイアログボックスで、「 新規」をクリックします。「ウィンドウを選択」ダイアログ

ボックスが表示されます。

2. 「コピーウィンドウ」を選択して、「次へ」をクリックします。

3. コピーアップウィンドウの名前と説明 (オプション)を入力します。
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4. 「タイムゾーン」ドロップダウンメニューから、コピーウィンドウのタイムゾーンを指定します。表示され

ているタイムゾーン(ローカルタイムゾーンまたはHYCU Backup Controllerタイムゾーン)のいずれ

かをクリックするか、ドロップダウンメニューから選択することができます。

5. バックアップコピージョブの実行を開始する、曜日と時間を選択します。

tヒントクリックしてドラッグすると、追加する日と時間を含む時間枠をすばやく選択できま

す。

選択した時間枠が「時間枠」フィールドに表示されます。選択した時間枠を削除する場合は、そ

の時間枠で一時停止し、その隣に表示される「x」をクリックします。

6. 「保存」をクリックします。

既存のコピーウィンドウはいずれも後から編集することができます( 「編集」をクリックして必要な変更

を行います)。または不要になったものは削除できます( 「削除」をクリックします)。

コピーウィンドウを作成したら、以下を実行できます。

l 新しいポリシーを作成するときにコピーウィンドウを指定します。詳細については、“ポリシーの作

成”ページ81を参照してください。

l コピーウィンドウを既存のポリシーに割り当てます。これを実行するには、ポリシーを選択し、「編
集」をクリックし、必要な変更を行います。

例
Bronzeポリシーを選択し、バックアップコピージョブを月曜日から金曜日の午後6時から午前6時ま

で、および土曜日から日曜日まで終日開始できる時間枠を指定しました。

この場合、バックアップコピージョブは24時間ごとに、指定した時間枠内の任意の時点で開始されま

す。
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データアーカイブの作成

HYCUを使用すると、データのアーカイブを作成し、それを長期間保存できます。データをアーカイブす

ることにより、データは将来の参照用に、日時、週次、月次、または年次ベースで保存されます。

データは現在のアクティビティから分離され、ローカルまたはクラウドアーカイブの安全な場所に安全な

仕方で保存されます。

前提条件

l アーカイブターゲットがデータアーカイブ専用に予約されている(バックアップデータがアーカイブター

ゲットに保存されない)。

l Azureアーカイブストレージ層にデータをアーカイブする場合：データアーカイブは、Blob Storageま

たは汎用v2( GPv2)アカウントでAzureに保存される。

制限事項

l Azureアーカイブストレージ層にデータをアーカイブする場合：汎用v1( GPv1)アカウントは、データ

アーカイブのアーカイブストレージ層への移動はサポートしていません。

l データをAzureアーカイブストレージ層およびGoogle Cloudアーカイブストレージクラスにアーカイブ

する場合：HYCUの以前のバージョンで作成されたデータアーカイブは、アーカイブストレージ層に

移動されません。

考慮事項

ポリシーでバックアップターゲットタイプとして「スナップショット」を選択している場合のみ。HYCUがアー

カイブに使用する構成設定は、仮想マシンがアーカイブの開始時に使用していたものです。

「ポリシー」パネルのアクセス

「ポリシー」パネルにアクセスするには、ナビゲーションペインで、「ポリシー」をクリックします。

手順

1. 「ポリシー」パネルで、「 アーカイブ」をクリックします。

2. 表示される「アーカイブ」ダイアログボックスで、「 新規」をクリックします。

3. 表示される「新規」ダイアログボックスで、データアーカイブの名前と説明 (オプション)を入力しま

す。

4. データの日次、週次、月次、または年次のアーカイブを作成するかどうかに応じて、次の任意の

優先アーカイブオプションをクリックして、有効なオプションのリストに追加します。

l日次

l週次

l月次

l年次

5. アーカイブジョブの実行を開始する時間と分を指定します。

6. 「タイムゾーン」ドロップダウンメニューで、アーカイブジョブの適切なタイムゾーンを選択します。
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n注すべてのスケジュールされたアーカイブジョブは、既定ではHYCU Backup Controllerタイ

ムゾーンに基づいて開始され、同じポリシーに指定されたタイムウィンドウの影響を受けませ

ん。

7. 選択したアーカイブオプションに応じて、データをアーカイブする間隔を指定します。

アーカイブオプション 説明

日次

a. 「繰り返し間隔」フィールドで、データのアーカイブを毎日実行する

か、数日ごとに実行するかを指定します。

b. 平日のみデータをアーカイブする場合は、「平日のみ適用」スイッ

チを使用します。

週次

a. 「繰り返し間隔」フィールドで、データのアーカイブを毎週実行する

か、数週間ごとに実行するかを指定します。

b. データをアーカイブする曜日を1つ以上選択します。

n注複数の日を選択した場合、アーカイブ準拠は、最新の

データアーカイブだけでなく、選択したすべての日のデータアー

カイブを考慮して計算されます。

月次

a. 「繰り返し間隔」フィールドで、データのアーカイブを毎月実行する

か、数か月ごとに実行するかを指定します。

b. データを、毎月の同じ日付( 「毎月5日」など)にアーカイブするか、

毎月の特定の日( 「毎月第2金曜日」など)にアーカイブするかを

選択します。

年次

a. 「繰り返し間隔」フィールドで、データのアーカイブを毎年実行する

か、数年ごとに実行するかを指定します。

b. データのアーカイブを、希望する月の同じ日付( 「1月5日」など)に

行うか、希望する月の特定の日 ( 「4月の第2金曜日」など)に行

うかを選択します。

8. 「保持期間」フィールドで、使用する保持期間を設定します。

n注新しいバックアップが実行される前にアーカイブが期限切れにならないように、保持期

間はRPOよりも必ず長くします。

9. 「ターゲット」ドロップダウンメニューから、1つ以上のアーカイブターゲットを選択します。

10. 「保存」をクリックします。

既存のデータアーカイブはいずれも後から編集することができます( 「編集」をクリックして必要な変更

を行います)。または不要になったものは削除できます( 「削除」をクリックします)。アーカイブジョブが

そのターゲットで進行中の場合には、アーカイブターゲットを変更できないことに注意してください。

データアーカイブを作成したら、以下を実行できます。

l 新しいポリシーを作成するときにデータアーカイブを指定します。詳細については、“ポリシーの作

成”ページ81を参照してください。
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l データアーカイブを既存のポリシーに割り当てます。これを実行するには、ポリシーを選択し、「編
集」をクリックし、必要な変更を行います。

l データを手動でアーカイブします。詳細については、“データの手動でのアーカイブ”ページ242を参

照してください。

自動ポリシー割り当てのセットアップ

自動ポリシー割り当てをセットアップすると、カテゴリー、タグ、またはカスタム属性が割り当てられるす

べての仮想マシンに、ポリシーが自動的に割り当てられるようになります。これは特に、データ保護のア

プローチで多くの場合にさまざまなポリシーの使用が求められる、複雑なデータ保護環境で役立ちま

す。

仮想マシンにカテゴリー、タグ、またはカスタム属性を割り当て、一致するメタデータを指定し、これらの

値の比較で、指定された値が一致することが示された場合、対応するポリシーは、次回の仮想マシ

ンの同期中に仮想マシンに自動的に割り当てられます。

n注HYCUは5分ごとに仮想マシンの自動同期を実行します。ただし、「仮想マシン」パネルの「

同期」をクリックして、いつでも仮想マシンのリストを手動で更新することもできます。

考慮事項

l 定義済みのポリシーを仮想マシンに自動的に割り当てる場合は、カテゴリー、タグ、またはカスタ

ム属性とメタデータの値を指定するときに、ポリシーの名前 ( Gold、Silver、Bronze、または

Exclude)を使用できます。「除外」値を使用すると、仮想マシンがバックアップから除外されること

に注意してください。

l ポリシーの自動割り当ては、すでにポリシーが割り当てられている仮想マシンには影響しません。

l 既定ポリシーが設定されていても、カテゴリー、タグ、またはカスタム属性が適用されている新しく

検出された仮想マシンには決して割り当てられず、ポリシーの自動割り当てがセットアップされて

いないもののみを対象として割り当てられます。既定ポリシーの設定の詳細については、“既定の

ポリシーの設定 ”次のページを参照してください。

l タグ属性またはカスタム属性とメタデータ値の比較で複数の一致結果が返される場合、最も低

いRPOのポリシーが仮想マシンに割り当てられます。

l Nutanix ESXiクラスターおよびvSphere環境の場合：ポリシーの自動割り当てを設定した仮想マ

シンを復元すると、VMware vSphereに元のタグまたはカスタム属性が存在する場合のみ、タグま

たはカスタム属性値が復元された仮想マシンで維持されます。

手順

データ保護環境に応じて、次のように自動ポリシー割り当てを設定できます。

データ保護環境 説明

Nutanix AHVクラスター

1. Nutanix Prismで仮想マシンにカテゴリーを割り当てます。説明に

ついては、Nutanixの資料を参照してください。

2. 一致するメタデータをHYCUポリシーに指定します。説明につい

ては、“ポリシーの作成 ”ページ81を参照してください。
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データ保護環境 説明

Nutanix ESXiクラスターまた

はvSphere環境

1. タグ属性またはカスタム属性をvSphere (Web) Clientの仮想マ

シンに割り当てます。説明については、VMwareの資料を参照し

てください。

2. 一致するメタデータをHYCUポリシーに指定します。説明につい

ては、“ポリシーの作成 ”ページ81を参照してください。

Azure Government環境

1. タグをAzure Governmentの仮想マシンに割り当てます。説明に

ついては、Azureの資料を参照してください。

2. 一致するメタデータをHYCUポリシーに指定します。説明につい

ては、“ポリシーの作成 ”ページ81を参照してください。

既定のポリシーの設定

定義済みポリシーまたはカスタムポリシーのいずれかを選択して、データ保護環境の既定のポリシーに

することができます既定のポリシーを設定すると、選択に応じて、既定のポリシーが次のエンティティ

(仮想マシン、アプリケーション、ボリュームグループ、ファイル共有)に割り当てられます。

l 新しく検出されたエンティティのみ。

l 新しく検出されたエンティティと、ポリシーが割り当てられていないすべての既存エンティティの両方

です。

「ポリシー」パネルのアクセス

「ポリシー」パネルにアクセスするには、ナビゲーションペインで、「ポリシー」をクリックします。

手順

1. 「ポリシー」パネルで、既定として設定するポリシーを選択し、「既定に設定」をクリックします。

「既定ポリシーを設定する」ダイアログボックスが開きます。

2. 既定のポリシーを割り当てるエンティティを選択します：

l 仮想マシン

l アプリケーション

i重要アプリケーションの既定ポリシーの設定は、仮想マシンにも既定ポリシーが設定さ

れている場合のみ可能です。

l ボリュームグループ

l 共有フォルダ

3. 既定のポリシーを、新しく検出されたエンティティのみに割り当てるか、新しく検出されたエンティ

ティとポリシーが未割り当ての既存のエンティティの両方に割り当てるかによって、次のいずれかを

実行します。

既定のポリシーの割り当て先 ... 説明

新しく検出されたエンティティのみ。 「保存」をクリックします。
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既定のポリシーの割り当て先 ... 説明

新しく検出されたエンティティと、ポリシーが割り

当てられていないすべての既存エンティティの

両方です。

a. 「ポリシーなしでエンティティに割り当て」ス

イッチを有効にします。

b. 「保存」をクリックします。

既定のポリシーは、アイコンによって表されます。このポリシーを既定のポリシーとして使用しないと後

で決定した場合には、 「既定をクリア」をクリックします。このようにしても、割り当てられているエンティ

ティからこのポリシーが割り当て解除されることはないことに注意してください。
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仮想マシンの保護

HYCUにより、高速で信頼性の高いバックアップと復元操作で仮想マシンデータを保護できます。仮

想マシンをバックアップしたら、仮想マシン全体、仮想ディスク、または個別のファイルを復元することを

選択できます。

ソースとして次の環境が保護できます。

ソース 保護に使用できる項目

Nutanixクラスター

ストレージコンテナ内のボリュームグループ(論理的に関連した仮想ディスクの

集合 )

i重要バックアップ時に1つ以上のボリュームグループが仮想マシンにアタッ

チされている場合、仮想マシンのバックアップ時にそれらもバックアップされま

す。そのようなボリュームグループとその詳細は、HYCUに追加された

Nutanixクラスター上にある既存のすべてのボリュームグループとともに、「ボ

リュームグループ」パネルに表示されます。仮想マシン保護に依存していな

いボリュームグループのデータ保護を有効にする方法については、“ボリュー

ムグループの保護”ページ187を参照してください。

vSphere環境
仮想マシンテンプレート (他の仮想マシンを作成するためのテンプレートとして

使用される仮想マシン)

仮想マシン( HYCU Backup Controllerを含む)と物理マシンを保護するための準備手順と説明は、

異なる場合があります。

仮想マシンデータを効率的に保護する方法の詳細については、以下のセクションを参照してくださ

い。

l “仮想マシン保護の計画”下

l “仮想マシンのバックアップ”ページ111

l “仮想マシンの復元”ページ113

l “個別のファイルの復元”ページ140

仮想マシン保護の計画
バックアップを実行する前に、すべてのデータ保護環境に共通のものと、データ保護環境固有の前提

条件、制限、考慮事項、および推奨事項を十分に理解してください。

第4章
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l “データ保護環境の準備”下

l “災害復旧の準備 ”ページ97

l “別のハイパーバイザーへの復元の準備”ページ99

l “物理マシンの詳細”ページ101

l “HYCU Protégéの詳細”ページ103

l “データへのアクセスの有効化 ”ページ105

l “仮想マシンのバックアップ構成オプションのセットアップ”ページ108

データ保護環境の準備

前提条件

l vSphere環境およびNutanix ESXiクラスターの場合：最新バージョンのVMware Toolsが仮想マ

シンにインストールされている。VMware Toolsのインストールの詳細については、VMwareの資料

を参照してください。

l ROBO環境の場合：バックアップする予定の仮想マシンにボリュームグループがアタッチされており、

仮想マシンのバックアップ中にこれらのボリュームグループもバックアップする場合は、それらが仮想

マシンと同じNutanix保護ドメインにあるようにする。

l QStarのテープターゲットにデータをアーカイブする場合：HYCU Backup Controller上で同時アー

カイブジョブに1 GiBの追加空きメモリが使用可能である。

l 仮想マシンのバックアップを検証する予定で、カスタムスクリプトを指定する場合のみ。

o スクリプトは、仮想マシン上のアクセス可能なフォルダで利用でき、以下のいずれかの拡張子

である必要があります。

n Windows：bat、ps1、cmd

n Linux：sh

o Linuxの場合：割り当てられた資格情報を使用して仮想マシンでスクリプトを実行する許可

を持つ必要がある。

制限事項

l ローカル固定ディスクとNutanixボリュームグループのバックアップのみがサポートされます。リモート

ボリューム( iSCSI、ディスクアレイ、マップされたネットワークディスクなど)がある仮想マシンをバック

アップする場合、そのようなボリュームはスナップショットに含まれないため、結果としてバックアップさ

れません。

l Linux仮想マシンの場合：永続的にマウントされているファイルシステムからのみファイルを復元で

きます。したがって、バックアップを実行する前に、必要なファイルシステムが/etc/fstabファイル

で指定されていることを確認します。

l Nutanixクラスターの場合：次のタイプの仮想マシンの保護はサポートされていません。Nutanix

Controller VM、Prism Central VM、Nutanix FilesファイルサーバーVM、Nutanix Objectsノード。

したがって、そのような仮想マシンは「仮想マシン」パネルに表示されません。これらのタイプの仮想

マシンを保護する場合は、Nutanix販売担当員にお問い合わせください。
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l Nutanix ESXiクラスターの場合：

o NVMeコントローラーが追加されている仮想マシンの保護はサポートされません。

o 「Backing up from replica」ポリシーオプションを有効にした場合、別のコンテナにディスクがあ

る仮想マシンのバックアップはサポートされません。

考慮事項

l 仮想マシンのサイズが大きい( 2〜4 TB)大規模または中規模のデータ保護環境では、そのよう

な仮想マシンの最初のバックアップには長い時間と多くのリソースが必要になることに注意してくだ

さい。これらの仮想マシンは、同時にバックアップしないようにスケジュール調整を検討してくださ

い。大規模な仮想マシンにポリシーを割り当て、保護されるまで待ってから、他の仮想マシンの

保護を続行できます。

l NutanixクラスターおよびAzure Government環境の場合：アーカイブは、スナップショットが使用で

きる場合はスナップショットから実行されます。そうでない場合、アーカイブはターゲットから実行さ

れます(ターゲットがポリシーでバックアップターゲットタイプとして定義されていることが条件です)。

l vSphere環境の場合：

o スナップショットの制限により、仮想マシンごとに作成できるスナップショットの数は異なる場合

があります。詳細については、VMwareの資料を参照してください。

o 仮想マシンテンプレートのバックアップ中に予期しない事態が発生した場合(ネットワークの

問題など)、バックアッププロセスの一部として仮想マシンに変換された仮想マシンテンプレー

トは、変換されたままになります。この場合、必ず仮想マシンを変換して仮想マシンテンプ

レートに戻します。この実行方法の詳細については、VMwareの資料を参照してください。

o HotAddを使用し、個別のファイルの復元を予定している場合のみ。

n スナップショットから復元する場合、すべての前提条件が満たされていれば、HotAddの

使用がサポートされます。HotAddの前提条件の詳細については、VMwareの資料を参

照してください。

n HotAddの使用は、HYCUによって自動的に作成されたスナップショットに対してのみサ

ポートされており、「スナップショットの再作成」オプションを使用して作成されたスナップ

ショットに対してはサポートされていません。

l Nutanix ESXiクラスターおよびAzure Government環境の場合：完全バックアップの実行にHYCU

が使用したスナップショットがソースにない場合、次の仮想マシンのバックアップは完全バックアップ

になります。

l NearSyncで構成されている保護ドメインの場合：保護ドメインのスナップショットは1〜15分間隔

で作成されますが、HYCUはスナップショットからのバックアップと復元に、1時間ごとに作成された

スナップショットのみを使用します。これは以下の環境に適用されます。

o Nutanix ESXiクラスター

o 「Backup from replica」オプションを使用した場合のNutanixクラスター

l Nutanix ESXiクラスターの場合：Nutanix ESXiクラスターのストレージコンテナがVMwareインフラ

ストラクチャへのNFSデータストアとして提示される場合、対応するvSphereソースを使用して実

行されるこのようなストレージコンテナ上の仮想ディスクの完全バックアップは、使用済みブロックだ

けでなく、割り当てられたディスク全体をコピーします。
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l Nutanix PrismWebコンソールおよびvSphere (Web) Clientの仮想マシンの詳細セクションに、仮

想マシンに割り当てられているHYCUポリシーに関する情報を含める場合は、

HYCUconfig.propertiesファイルで、hycu.policy.description構成設定をtrueに設

定します。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイ

ズ”ページ381を参照してください。

l ROBO環境の場合：HYCUが仮想マシンとボリュームグループのバックアップにこれらのスナップ

ショットを使用する場合、保護ドメイン内のスナップショットの数は、構成された数よりも多くなる

可能性があります。

推奨事項

l ROBO環境の場合：バックアップする予定の複数の仮想マシンにボリュームグループがアタッチされ

ており、このボリュームグループもバックアップする場合は、同じNutanix保護ドメイン内の仮想マシ

ンにのみアタッチすることをお勧めします。

l ROBO環境の仮想マシン：仮想マシン上のアプリケーションが仮想マシンの復元後に確実に実

行するようにするには、それらに対してアプリケーションコンシステントスナップショットを作成すること

をお勧めします。この実行方法の詳細については、Nutanixの資料を参照してください。

災害復旧の準備

データ保護環境の高い信頼性と復元性を実現するには、HYCU Backup Controller自体も保護す

る必要があります。そのようにすることで、保護されたデータの整合性と安全性を確保し、災害が発

生した場合、たとえばHYCU Backup Controllerが誤って削除されたり、実行のベースとなっているクラ

スターノードが動作を停止したりした場合のデータ損失を防ぎます。さらに、データ保護環境にHYCU

インスタンスも含まれている場合は、それらも保護する必要があります。

HYCU Backup Controllerバックアップを保存する予定のターゲットの構成パラメーターは必ずメモして

おいてください。HYCU Backup Controllerを復元せずにそれらを復元する場合は、仮想マシン、アプ

リケーション、ファイル共有、ボリュームグループのバックアップを保存する予定のターゲットの構成パラ

メーターをメモしておくこともできます。災害復旧のターゲットをインポートするときには、正しい構成

データを提供する必要があります。

ターゲットタイプ インポートに必要な情報

NFS
lNFSサーバー名またはIPアドレス

l共有フォルダ

SMB

lドメイン(使用する場合)
lユーザー名 (使用する場合 )
lパスワード(使用する場合)
lSMBサーバー名またはIPアドレス

l共有フォルダ

Nutanix

lURL
lユーザー名

lパスワード
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Nutanix Objects

lサービスエンドポイント

lバケット名

lアクセスキーID
l秘密アクセスキー

lパススタイルアクセス

iSCSI

lターゲットポータル

lターゲット名

lユーザー( CHAP認証が有効な場合)
lターゲットの秘密( CHAP認証が有効な場合)
l相互認証の実行( CHAP認証が有効な場合)

AWS S3/Compatible

lサービスエンドポイント

lバケット名

lアクセスキーID
l秘密アクセスキー

lパススタイルアクセス

Azure

lストレージアカウント名

l秘密アクセスキー

lストレージコンテナ名

Google Cloud
lバケット名

lGoogle Cloudサービスアカウント

QStar NFS

lユーザー名

lパスワード(使用する場合)
l Integral volumeセット名

lWebサービスエンドポイント

l共有フォルダ(使用する場合)

QStar SMB

lドメイン(使用する場合)
lユーザー名

lパスワード(使用する場合)
l Integral volumeセット名

lWebサービスエンドポイント

l共有フォルダ(使用する場合)

考慮事項

l HYCU Backup Controllerに割り当てられるポリシー内のRPOは、データ保護環境内の他の保

護されたエンティティに対してすでに設定されているRPOよりも常に低くする必要があります。

l 「Backup from replica」ポリシーオプションが有効になっているポリシーをHYCU Backup

Controllerに割り当てることはサポートされていません。

l データ保護に複数のHYCU Backup Controllerを使用する場合のみ。各HYCU Backup

Controllerは、独自のWebユーザーインターフェース内から保護する必要があります。
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推奨事項

さらに安全性を高めるために、HYCU Backup Controllerの保護を、HYCU Backup Controllerをホス

トするソースの保護と組み合わせることをお勧めします。たとえば、Nutanix保護ドメインまたは

VMware vSphereデータ保護を使用できます。詳細については、NutanixまたはVMwareの資料を参

照してください。

別のハイパーバイザーへの復元の準備

仮想マシンを別のハイパーバイザーを使用する環境に復元することを予定している場合は、このセク

ションで説明する前提条件、考慮事項、および推奨事項に留意してください。

n注バックアップ中に、HYCUはプラットフォーム準備チェックを実行して、仮想マシンを別のハイ

パーバイザーに正常に復元できることを確認します。プラットフォーム準備チェックステータスは、

バックアップジョブレポートで確認できます。

前提条件

l vSphereまたはNutanix ESXi環境への復元を予定しているLinux仮想マシンの場合：VMware
Paravirtual SCSIドライバー( vmw_pvscsi)がinitramfsに含まれている必要があります。

i重要vmw_pvscsiドライバーの追加は、ドライバーがモジュールとしてビルドされ、カーネル

に含まれていない場合にのみ必要です。vmw_pvscsiドライバーがすでにカーネルの一部で

あるかどうかを確認するには、ファイル/boot/config-/usr/bin/uname -rのCONFIG_

VMWARE_PVSCSI設定の値を参照してください。値が「m」の場合、ドライバーはカーネルモ

ジュールとして追加する必要があります。値が「y」の場合、ドライバーはすでにカーネルに存

在します。

ドライバーを追加するには、仮想マシンでrootユーザーとして次のコマンドを実行します。

dracut -f add-drivers "vmw_pvscsi"

追加後にドライバーが存在するかどうかを確認するには、仮想マシン上でrootユーザーとして以

下のコマンドを実行します。

lsinitrd | grep "vmw_pvscsi"

l Nutanix AHV環境への復元を予定しているLinux仮想マシンの場合：VirtIOドライバー( virtio_

pci、 virtio_net、virtio_scsi)がinitramfsに含まれている必要があります。

i重要リストされたドライバーを追加する必要があるのは、ドライバーをモジュールとしてビル

ドし、カーネルに含めない場合のみです。リストされたドライバーがすでにカーネルに含まれて

いるかどうかを確認するには、ファイル/boot/config-`/usr/bin/uname -r`で次の設定

値を参照します。CONFIG_VMWARE_PVSCSI、CONFIG_SCSI_VIRTIO、CONFIG_VIRTIO_

PCI。値が「m」の場合、ドライバーはカーネルモジュールとして追加する必要があります。値が

「y」の場合、ドライバーはすでにカーネルに存在します。

ドライバーを追加するには、仮想マシンでrootユーザーとして次のコマンドを実行します。

dracut -f --add-drivers "virtio_pci virtio_net virtio_scsi"
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l Nutanix AHV環境への復元を予定しているWindows仮想マシンの場合：NutanixVirtIOドライ

バーパッケージがインストールされている必要があります。

l 仮想マシンをNutanixクラスターまたはvSphere環境からAzure Government環境に復元する場

合：

o SSHまたはリモートデスクトップ接続を介した仮想マシンへのアクセスが有効になっていて、パ

ブリックネットワークを使用したリモートデスクトップまたはSSH接続を許可するようにファイア

ウォールが構成されている。

o 復元を予定している仮想マシン、または復元を予定しているアプリケーションが実行している

仮想マシンに、適切な資格情報が割り当てられています。仮想マシンへの証明書の割り当

て方法に関する説明については、“データへのアクセスの有効化 ”ページ105を参照してくださ

い。

o Linux仮想マシンの場合：
n クラウドに移行する仮想マシンでDHCPが有効になっている。

n ルートとして、またはパスワードなしでsudoコマンドを使用することによる、Linuxシステム

への特権アクセスが必要となる。

n MACアドレスを基にした永続的なネットワークデバイス名の使用が無効になっている。こ

の実行方法の詳細については、お使いのLinux配信ドキュメントを参照してください。代

わりにレガシーネットワーク名が使用されます。

n Hyper-Vドライバー( hv_vmbus、hv_storvsc、hv_netvs)がinitramfsに含まれている

必要があります。ドライバーを追加するには、仮想マシンでrootユーザーとして次のコマン

ドを実行します。

dracut -f --add-drivers "hv_vmbus hv_storvsc hv_netvsc"

o Linux仮想マシンの場合：仮想マシンの/etc/fstabシステム構成ファイルでは、ファイルシス

テムのデバイス識別に、デバイス名の代わりにLABELまたはUUIDを使用する必要があります

(たとえば、UUID=8ff089c0-8e71-4320-a8e9-dbab8f18a7e5)。そうしない場合、プラッ

トフォーム準備チェックはバックアップジョブレポートで警告を発します。

o 災害復旧の場合：仮想マシンの移行 /DR準備完了ステータスを提供するように環境を構

成します。以下が当てはまる場合、仮想マシンは移行 /DR準備完了ステータスになります。

n 仮想マシンのバックアップ中に、プラットフォーム準備チェックが正常に実行されます。

n 現在のバックアップチェーンのすべてのバックアップは、いずれかのクラウドターゲット

( Google Cloud、Azure、またはAzure Government)に保存されます。

「仮想マシン」パネルで仮想マシンの移行 /DR準備完了ステータスを確認できます。

考慮事項

l 選択した仮想マシンの復元中に、ゲストオペレーティングシステム(仮想マシンで実行されている

ゲストオペレーティングシステムと、仮想マシンの構成中に指定されたものとの間)の不一致が検

出されたか、または新しい仮想マシンの作成中にメモリサイズの不一致が検出されたことを示す

警告メッセージを受け取った場合には、適切なゲストオペレーティングシステムまたはメモリを指定

して、復元後に仮想マシンの構成を必ず変更してください。こうすることで、復元された仮想マシ
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ンの構成を、復元前と同じものにすることができます。この実行方法の詳細については、Nutanix

またはVMwareの資料を参照してください。

l アタッチされたボリュームグループがある仮想マシンの場合：復元後にボリュームグループを仮想マ

シンに再アタッチする必要があります。この実行方法の詳細については、Nutanixおよびゲストオペ

レーティングシステムの資料を参照してください。

l VMソース環境とVMターゲット環境によっては、復元後にいくつかの追加アクションが必要になる

場合があります。詳細については、“異なるハイパーバイザーを持つ環境への復元”ページ387を

参照してください。

推奨事項

l すべての仮想マシンのディスクはオンラインにしておくことを推奨します。ディスクがオフラインの場

合、プラットフォーム準備チェックジョブレポートで警告が発せられます。

l 仮想マシンをNutanix ESXiクラスター、vSphere環境、またはAzure Government環境から

Nutanix AHVクラスターに復元する場合：仮想マシンをバックアップする前に次の推奨事項に従っ

て、復元後に仮想マシンが確実に起動するようにしてください。(そうでない場合は、“Nutanix

ESXiクラスター、vSphere環境、またはAzure Government環境からNutanix AHVクラスターへの

仮想マシンの復元 ”ページ387で説明されているように、追加の手動手順を実行する必要があり

ます)。
o Windows仮想マシンの場合：Nutanix VirtIOパッケージは仮想マシン上にインストールされま

す。

o Nutanix ESXiクラスター上のLinux仮想マシンの場合：Nutanix Guest Tools( NGT)は仮想

マシン上にインストールされます。

o vSphereまたはAzure Government環境でのLinux仮想マシンの場合：VirtIOドライバーは、

initramfsに追加されるカーネルモジュールとして利用できます。

物理マシンの詳細

仮想マシンデータの保護についての説明は、特に断りのない限り、物理マシンにも適用されます。

前提条件

l ファイルシステムデータへのアクセスが有効になっている。説明については、“データへのアクセスの

有効化”ページ105を参照してください。

l 十分なディスク領域 (バックアップを予定している全ボリュームのスペースの最大1.8%と推定)が、

HYCUによりデータ保護の目的で以下の場所に作成された索引に使用できる。

o Linux：/var/opt/hycu/hycuraw

o Windows：%programdata%\HYCU\hycuraw

l Windows物理マシンの場合：

o VSSサービスが有効で実行中であり、VSSライターのステータスが安定している。

o WinRMが有効であり、winrm quickconfigコマンドを使用して構成されている。



4仮想マシンの保護

102

o Windows物理マシンをNutanix AHVクラスターに複製する場合：バックアップする前に、

Nutanix VirtIOパッケージが物理マシンにインストールされていることを確認します。Nutanix

VirtIOのインストールの詳細については、Nutanixの資料を参照してください。

l Linux物理マシンの場合：

o SSHを介した物理マシンへのアクセスが有効である。

o LVMスナップショットを使用してデータをバックアップすることを予定している場合のみ(推奨方

法)。ボリュームグループでLVMスナップショットに十分な領域が使用できる。各ボリュームで

10%以上の空きスペースが使用可能であることが推奨される。ただし、バックアップ中にボ

リュームへの書き込みが多数見込まれる場合、さらに多くの空きスペースが必要となる。詳

細については、LVMの資料を参照してください。

o ルートとして、またはパスワードなしでsudoコマンドを使用することによる、Linuxシステムへの

特権アクセスが必要となる。

o dm-snapshotカーネルモジュールがinitramfsに含まれている必要がある。モジュールを追加す

るには、物理マシンでrootユーザーとして次のコマンドを実行します。

dracut -f --add-drivers "dm-snapshot"

o Linux物理マシンを複製する場合：以下のドライバーをゲストOSカーネルに追加する必要が

ある。

n Nutanix AHVクラスターに複製する場合：Nutanix VirtIOドライバー( virtio_pci、

virtio_blk、 virtio_scsi、 virtio_net)

ドライバーを追加するには、ルートユーザーとして次のコマンドを実行します。

dracut -f --add-drivers "virtio_pci virtio_blk virtio_scsi
virtio_net"

n Nutanix ESXiクラスターまたはvSphere環境に複製する場合：VMwareドライバーvmw_
pvscsi

ドライバーを追加するには、ルートユーザーとして次のコマンドを実行します。

dracut -f --add-drivers "vmw_pvscsi"

制限事項

l Virtual Data Optimizer( VDO)を使用する物理マシンの保護はサポートされていません。

l UEFIファームウェアを使用するLinux物理マシンの場合：

o サポートされているオペレーティングシステムの既定のブートローダーのみがサポートされます。

サポートされるオペレーティングシステムのリストについては、HYCU互換性マトリックスを参照

してください。

o EFIシステムパーティションは、オペレーティングシステムが使用する既定の場所にマウントする

必要があります( /boot/efi)。
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考慮事項

Linux物理マシンの場合：既定では、HYCUはデータ保護にLVMスナップショットを使用します。ただ

し、各ボリュームにLVMスナップショットのストレージに必要な容量を確保できない場合は、代替手段

としてデバイスマッパー( DM)スナップショットを使用するようにHYCUを構成できます。詳細について

は、“DMスナップショットの有効化 ”ページ111を参照してください。

HYCU Protégéの詳細

HYCU Protégéを使用してオンプレミス環境とクラウド( AWS、Google Cloud、グローバルAzure、また

はAzure Government)環境間で仮想マシンを移行する場合は、次の前提条件が満たされているこ

とを確認します。

前提条件

l 仮想マシンと物理マシンのバックアップ中にプラットフォーム準備チェックが成功するように環境を

構成します。

o SSHまたはリモートデスクトップ接続を介した仮想マシンへのアクセスが有効になっていて、パ

ブリックネットワークを使用したリモートデスクトップまたはSSH接続を許可するようにファイア

ウォールが構成されている。

o 移行を予定している仮想マシン、または移行を予定しているアプリケーションが実行している

仮想マシンに、適切な資格情報が割り当てられています。仮想マシンへの証明書の割り当

て方法に関する説明については、“データへのアクセスの有効化 ”ページ105を参照してくださ

い。

o Linux仮想マシンの移行の場合：

n クラウドに移行する仮想マシンでDHCPが有効になっている。

n ルートとして、またはパスワードなしでsudoコマンドを使用することによる、Linuxシステム

への特権アクセスが必要となる。

n MACアドレスを基にした永続的なネットワークデバイス名の使用が無効になっている。こ

の実行方法の詳細については、お使いのLinux配信ドキュメントを参照してください。代

わりにレガシーネットワークデバイス名が使用されます。

n 仮想マシンの/etc/fstabシステム構成ファイルでは、ファイルシステムのデバイス識別

に、デバイス名の代わりにLABELまたはUUID(たとえば、UUID=8ff089c0-8e71-

4320-a8e9-dbab8f18a7e5)を使用する必要があります。

n 以下のドライバーがinitramfsに含まれている必要がある。

n AWSへの移行の場合：ixgbevf、ena、nvme、nvme-core、xen_netfront、
xen_blkfront

ドライバーを追加するには、仮想マシンでrootユーザーとして次のコマンドを実行しま

す。

dracut -f --add-drivers "ixgbevf ena nvme nvme-core xen_
netfront xen_blkfront"
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n Google Cloudへの移行の場合：virtio_pci、virtio_net、virtio_scsi

ドライバーを追加するには、仮想マシンでrootユーザーとして次のコマンドを実行しま

す。

dracut -f --add-drivers "virtio_pci virtio_net virtio_scsi"

i重要virtio_pciドライバーの追加は、それがモジュールとしてビルドされ、

カーネルに含まれていない場合にのみ必要です。

n AzureまたはAzure Governmentへの移行の場合：Hyper-Vドライバー( hv_

vmbus、hv_storvsc、hv_netvsc)

ドライバーを追加するには、仮想マシンでrootユーザーとして次のコマンドを実行しま

す。

dracut -f --add-drivers "hv_vmbus hv_storvsc hv_netvsc"

n AWSまたはAzureからNutanix AHVクラスターへの移行の場合：virtio_net.ko、
virtio_scsi.ko、virtio_pci.ko

ドライバーを追加するには、仮想マシンでrootユーザーとして次のコマンドを実行しま

す。

dracut -f --add-drivers "virtio_net.ko virtio_scsi.ko
virtio_pci.ko"

o Windows仮想マシンの移行の場合：

n Google Cloudへの移行の場合：

n Nutanix VirtIOパッケージが、移行する予定の仮想マシンにインストールされている。

n クラウドに移行する仮想マシンでDHCPが有効になっている。

n Azureへの移行の場合：クラウドに移行する仮想マシンでDHCPが有効になっています。

n AWSまたはAzureからNutanix AHVクラスターへの移行の場合：Nutanix VirtIOパッケー

ジが、移行する予定の仮想マシンにインストールされている。

プラットフォーム準備チェックステータスは、バックアップジョブレポートで確認できます。

l クラウドへの災害復旧の場合：仮想マシンの移行 /DR準備完了ステータスを提供するように環

境を構成します。以下が当てはまる場合、仮想マシンは移行 /DR準備完了ステータスになりま

す。

o 現在のバックアップチェーンのすべてのバックアップは、それぞれのクラウドターゲットに保存され

ます。

o 仮想マシンのバックアップ中に、プラットフォーム準備チェックが正常に実行されます。

「仮想マシン」パネルで仮想マシンの移行 /DR準備完了ステータスを確認できます。

制限事項

l オンプレミス環境とクラウド環境にまたがる保護データの移行は、マルチブートシステムではサポー

トされていません。
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l クラウドからの仮想マシンの移行の場合：UEFIファームウェアを使用する仮想マシンは、Nutanix

AHVクラスターまたはvSphere環境にのみ移行できます。そのような仮想マシンからNutanix ESXi

クラスターへの移行はサポートされません。

推奨事項

l すべての仮想マシンのディスクはオンラインにしておくことを推奨します。ディスクがオフラインの場

合、プラットフォーム準備チェックジョブレポートで警告が発せられます。

l Windows仮想マシンの場合：EMSコンソールリダイレクションをトラブルシューティング目的で有効

にすることをお勧めします。有効にすることで、クラウドへの移行後に仮想マシンが起動しない場

合、多くの情報を収集することが可能になります。

l Linux仮想マシンの場合：シリアルコンソールリダイレクションをトラブルシューティング目的で有効に

することをお勧めします。有効にすることで、クラウドへの移行後に必要な場合、仮想マシンネット

ワークを構成することが可能になります。シリアルコンソールリダイレクションを有効にした仮想マシ

ンであれば、ネットワークが機能していない場合でも、正常なプラットフォーム準備チェックステータ

スを得られます。

l UEFIファームウェアを使用するLinux物理マシンをクラウドに移行する場合：移行後に仮想マシン

が起動しない場合は、マシンを再起動します。

考慮事項

l Nutanixクラスターからデータを移行する場合、スナップショットが使用可能であれば、データはス

ナップショットから移行されます。そうでない場合、データはターゲットから移行されます(ターゲット

がポリシーでバックアップターゲットタイプとして定義されていることが条件です)。

i重要復元ポイントにスナップショット層のみが含まれている場合、それをデータの移行に使

用することはできません。

l Windows仮想マシンの場合：仮想マシンに複数のディスクがある場合、移行中は既定で追加

ディスクがオフラインになります。移行後にディスクを手動でオンラインに戻すことができます。また、

バックアップの前にPowerShellで以下のコマンドを実行して、既定設定を変更することもできま

す。

Set-StorageSetting -NewDiskPolicy OnlineAll

データへのアクセスの有効化

環境の復元目標で仮想マシンまたは物理マシンのファイルシステム内のデータをバックアップする必要

がある場合は、HYCUがデータにアクセスできるようにする必要があります。

次のデータ保護シナリオでは、データへのアクセスが有効であることが前提条件です。

l 物理マシンを保護することを計画します。

l 仮想マシンのバックアップを検証する予定です。

l 個別のファイルを仮想マシンに復元することを計画している。

l アプリケーションを保護することを計画します。
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l 仮想マシンの保護の一環として、iSCSIを使用して、仮想マシンにアタッチされているボリュームグ

ループを保護することを計画している。

l プレ/ポストスクリプトの使用を計画します。

l HYCU Protégéを使用した仮想マシンとアプリケーションのクラウドへの移行を計画します。

前提条件

l ファイアウォールが、必要なTCPポート経由で着信ネットワークトラフィックを許可するように構成さ

れている。

l HTTPSを介するWinRMプロトコルのみが使用される場合。HYCUが仮想マシンへのHTTPS for

WinRM接続を使用するように構成されている必要がある。説明については、“HTTPS for

WinRM接続の有効化”ページ320を参照してください。

制限事項

公開キー認証付きのSSHプロトコルを使用する場合のみ。古いPEM形式を使用してPuttyKeyGen

またはssh-keygenでキーが生成されている場合、DSAとRSAキーのみサポートされます。

考慮事項

l Windows仮想マシンの場合：ユーザー名を指定する際、以下のいずれかの形式を使用してくだ

さい。

o 仮想マシンがActive Directoryドメインに追加されている場合：<Domain>\<Username>また

は<Username>@<Domain>

o 仮想マシンがActive Directoryドメインに追加されていない場

合：<Username>、.\<Username>、または<Hostname>\<Username>(この場合、

<Hostname>はCOMPUTERNAME変数の値です)。

l ROBO環境でレプリカからバックアップする予定の仮想マシンの場合：最新のレプリカが仮想マシ

ンの状態を反映していることを確認します。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、アクセスを有効にする仮想マシンを選択します。

2. 「資格情報」をクリックします。「資格情報グループ」ダイアログボックスが開きます。

3. 「 新規」をクリックします。

4. 資格情報グループの名前を入力します。

5. 「プロトコル」ドロップダウンメニューから、以下のいずれかのプロトコルオプションを選択します。

プロトコルオプション 説明

自動
仮想マシンにアクセスするプロトコルをSSHプロトコル( TCPポート22)ま

たはWinRMプロトコル( HTTPSトランスポートとTCPポート5986、また
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プロトコルオプション 説明

はHTTPトランスポートとTCPポート5985)からHYCUに自動的に選択

させたいときにこのオプションを選択します。次に仮想マシンへのアクセ

スに必要な権限を持つユーザーアカウントのユーザー名とパスワードを

入力します。

n注Linux仮想マシンの場合：既定でパスワード認証が使用され

ます。公開キー認証を使用する場合は、SSHプロトコルオプション

を選択して、必要な変更を行います。

SSH

SSHプロトコルを使用する場合はこのオプションを選択し、次の手順を

実行します。

a. 「ポート」フィールドで、SSHサーバーポート番号を入力します。

b. 「認証タイプ」ドロップダウンメニューから、使用する認証タイプを選

択し、必要な情報を入力します。

l パスワード認証

仮想マシンへのアクセスに必要な権限を持つユーザーアカウン

トのユーザー名とパスワードを入力します。

l 公開キー認証

i. 「ユーザー名」フィールドで、仮想マシンへのアクセスに必

要な権限を持つユーザーアカウントのユーザー名を入力

します。

ii. 秘密鍵を選択します。

n注セルフサービスのグループ管理者としてHYCUに
ログオンしている場合のみ。Conjurを使用してHYCU

のシークレットを管理する場合、ファイルを参照する

代わりにシークレットを提供するのであれば、「シーク

レットマネージャーから値を取得」を有効にすることが

できます。シークレットの管理の詳細については、

“シークレットの管理”ページ288を参照してください。

iii. 秘密鍵が暗号化されている場合のみ。秘密鍵のパスフ

レーズを入力します。

WinRM

WinRMプロトコルを使用する場合はこのオプションを選択し、次の手

順を実行します。

a. 「転送」ドロップダウンメニューから、使用するトランスポートのタイプ

を選択します。

b. 「ポート」フィールドで、WinRMサーバーポート番号を入力します。

c. 仮想マシンへのアクセスに必要な権限を持つユーザーアカウントの

ユーザー名とパスワードを入力します。
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6. 「保存」をクリックします。

7. 「割り当て」をクリックします。

割り当てられた資格情報グループの名前が「仮想マシン」パネルの「資格情報グループ」列に表示さ

れます。仮想マシンに資格情報を割り当てると、HYCUが仮想マシンおよびアプリケーション検出を実

行します。また、「仮想マシン」パネルと「アプリケーション」パネルの「検出」ステータスがそれに応じて更

新されます。

tヒント複数の仮想マシンで同じユーザー名とパスワードを共有する場合、複数選択を使用し

て同じ資格情報グループを一度に割り当てることができます。

仮想マシンから資格情報グループの割り当てを解除するには、「仮想マシン」パネルで、対象の仮想

マシンを選択し、「資格情報」をクリックして、「割り当て解除」をクリックします。

既存の資格情報グループはいずれも編集することができます(資格情報グループを選択し、「編
集」をクリックして必要な変更を行います)。または不要になったものは削除できます(資格情報グ

ループを選択し、「削除」をクリックします)。

仮想マシンのバックアップ構成オプションのセットアップ

各仮想マシンについて、構成オプションをセットアップして、特定の仮想マシンのバックアップの範囲とフ

ローを、データ保護環境の要件に合わせてさらに調整できます。

次の目的で、選択した仮想マシンにバックアップ構成オプションを設定できます。

目的 説明

プレ/ポストバックアップスクリプトおよびプレ/ポスト

スナップショットスクリプトを指定します。

“プレ/ポストバックアップスクリプトおよびプレ/ポス

トスナップショットスクリプトの指定”下

仮想マシンをバックアップする際に、除外 /追加す

るディスクまたはボリュームグループを指定しま

す。

“バックアップでディスクを除外 /追加する”次の

ページ

Linux物理マシンにのみ適用されます。データの

バックアップにLVMスナップショットではなく、DMス

ナップショットを使用するようにHYCUを構成しま

す。

“DMスナップショットの有効化 ”ページ111

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

プレ/ポストバックアップスクリプトおよびプレ/ポストスナップショットスクリプ

トの指定

プレ/ポストバックアップスクリプトおよびプレ/ポストスナップショットスクリプトを使用して、バックアップの実

行前またはスナップショットの作成前に必要なアクション(アプリケーションI/Oを一時停止するなど)を、

バックアップの実行後またはスナップショットの作成後に必要なアクション(アプリケーションI/Oを再開す

るなど)を実行できます。スクリプトの指定方法の詳細については、このセクションで説明する手順に
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従います。終了コードとエクスポートされた環境変数の詳細については、“プレ/ポストスクリプトの使用”

ページ332を参照してください。

前提条件

l 仮想マシンのファイルシステムへのアクセスが有効である。説明については、“データへのアクセスの

有効化”ページ105を参照してください。

l スクリプトは、アクセス可能なフォルダにあり、次のいずれかの拡張子である。

o Windows：bat、ps1、cmd

o Linux：sh

l Linuxの場合：割り当てられた資格情報を使用して仮想マシンでスクリプトを実行する許可があ

る。

手順

1. 「仮想マシン」パネルで、プレ/ポストスクリプトを指定する仮想マシンを選択し、「 構成」を選択し

ます。「構成」ダイアログボックスが開きます。

2. 「プレ/ポストスクリプト」タブで、選択したスイッチを使用して、プレ/ポストスナップショットスクリプトと

プレ/ポストバックアップスクリプトを指定し、スクリプトのパス名を入力します。1つ以上のスイッチを

有効にします。

l プレバックアップスクリプトの実行

l プレスナップショットスクリプトの実行

l ポストスナップショットスクリプトの実行

l ポストバックアップスクリプトの実行

n注スクリプトのパス名フィールドに、サンプルのパス名が表示されます。必ず有効なスクリプ

トパス名を入力します。

3. 「保存」をクリックします。

バックアップでディスクを除外 /追加する

既定では、仮想マシンに接続されているすべてのディスクとボリュームグループが、仮想マシンのバック

アップ時にバックアップされます。ただし、特定のディスクをバックアップで除外 /追加する場合は、仮想

マシンのバックアップを実行する前にこれらのディスクをHYCUで選択できます。

l ディスクを除外することで、選択したディスクのみをバックアップするようにします。

l ディスクを含めることで、選択したディスクのみをバックアップするようにします。この場合、一時ディ

スクは自動的にバックアップから除外されます。

前提条件

バックアップで除外 /追加するディスクが含まれている仮想マシンの所有者である。仮想マシンの所有

権の設定方法に関する説明については、“仮想マシンの所有権の設定 ”ページ254を参照してくださ

い。
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制限事項

l 個別のファイルの復元を予定している場合のみ。バックアップからすべての仮想マシンディスクを除

外し、仮想マシンにアタッチされたボリュームグループのみを残した場合、個々のファイルを復元す

ることはできなくなります。

l SQL Serverの場合：「最適化されたSQL Server HADR保護オプション」が有効な場合、バック

アップでディスクを除外 /追加することはサポートされていません。

l Exchange Serverの場合：「最適化されたExchangeサーバーDAGの保護」オプションが有効な

場合、バックアップでディスクを除外 /追加することはサポートされていません。

考慮事項

l 仮想マシンのバックアップスコープを変更した後の次のバックアップは、完全バックアップになりま

す。

l 保護されたアプリケーションがあるディスクを除外すると、アプリケーションの保護に影響を与える場

合があります。

l (手動と自動どちらでも)バックアップから除外したディスクがある場合、その仮想マシンはそうした

ディスクなしで、または除外したディスクを空のディスクとして作成するオプションを選択していると、

空のディスクでクラウドに復元または移行されます。対応する復元ポイントのラベルは赤い丸で

マークされています。詳細については、“エンティティ詳細の表示 ”ページ221を参照してください。

l vSphere仮想マシンの場合：独立ディスクやRDMディスクが仮想マシンにアタッチされている場

合、バックアップからは自動的に除外されます。データの復元時またはクラウドへのデータの移行

時に除外したディスクを空のディスクとして作成するオプションは、独立ディスクにのみ使用可能

で、RDMディスクには使用できないことに注意してください。

l 動的ディスクがある物理マシンの場合：動的ディスクは自動的にバックアップから除外されます。

手順

1. 「仮想マシン」パネルで、バックアップで含める/除外するディスクとボリュームグループがある仮想マ

シンを選択し、「 構成」を選択します。「構成」ダイアログボックスが開きます。

2. 「vDisksの除外 /追加」タブで、バックアップにディスクとボリュームグループを除外するか追加するか

によって、次のいずれかを実行します。

目的 説明

バックアップからディスクとボリュー

ムグループを除外します。

a. 「選択したvDisksを除外する」をクリックし、バックアップか

ら除外するディスクまたはボリュームグループを選択しま

す。

b. 「保存」をクリックします。

i重要vSphere環境の場合：個々のファイルを復元す

る場合は、バックアップからオペレーティングシステムのディ

スクを除外しないようにしてください。

バックアップにディスクとボリュー a. 「選択したvDisksを追加する」をクリックし、バックアップに
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目的 説明

ムグループを追加します。

追加するディスクまたはボリュームグループを選択しま

す。

b. 「保存」をクリックします。

除外するディスクの選択は後で変更を加えることができます。

DMスナップショットの有効化

既定では、HYCUはLinux物理マシンデータ保護にLVMスナップショットを使用します。ただし、Linux

物理マシンをDMスナップショットを使用してバックアップするように構成することもできます。

考慮事項

l データ保護にDMスナップショットを使用するようにHYCUを構成することは可能ですが、DMボ

リュームはサポートされていません。サポートされるボリュームの詳細については、「HYCU互換性マ

トリックス」を参照してください。

l スナップショットストレージでは、バックアップから除外された任意のボリュームまたはNFS共有でホ

ストされるディレクトリを指定できます。

l NFS共有をスナップショットストレージに使用することを予定している場合のみ。システムパフォー

マンスの問題を避けるため、NFSサーバーへの接続は必ず低レイテンシーかつ高スループット ( 10

GiBps以上 )にしてください。

手順

1. 「仮想マシン」パネルで、DMスナップショットを使用してバックアップする仮想マシンを選択し、「

構成」を選択します。「構成」ダイアログボックスが開きます。

2. 「スナップショット」タブで、「DMスナップショットを有効にする」スイッチを使用し、スナップショットスト

レージに使用するディレクトリへのパスを指定します(例：/mnt/nfs/snapshotdir)。

3. 「保存」をクリックします。

仮想マシンのバックアップ
HYCUを使用すると、仮想マシンを高速かつ効率的な方法でバックアップできます。

n注仮想マシンテンプレートをバックアップする手順は、仮想マシンの場合と同じです。したがっ

て、仮想マシンのバックアップと同じ説明に従うことができます。

前提条件

l Nutanix ESXiクラスターおよびvSphere環境の場合：割り当てられている必要なバックアップ特権

がある。詳細については、“vSphereユーザーへの特権の割り当て”ページ329を参照してくださ

い。

l iSCSIを使用して仮想マシンにアタッチされている物理マシンまたはボリュームグループを保護する

予定の場合のみ。資格情報は、保護する物理マシン、または保護するボリュームグループを持つ
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仮想マシンに割り当てられている。説明については、“データへのアクセスの有効化 ”ページ105を

参照してください。

制限事項

l 「Backup from replica」ポリシーオプションが有効になっているポリシーをHYCU Backup

Controllerに割り当てることはサポートされていません。

l vSphere仮想マシンの場合：「アーカイブ」オプションを有効にし、ポリシーでバックアップターゲットタ

イプとして「スナップショット」を選択した場合、そのようなポリシーを仮想マシンに割り当てることは

できません。

l Nutanixクラスターの場合：Leapで作成したレプリカから仮想マシンをバックアップすることは、

Nutanix AOSバージョン6.5以降でのみサポートされています。

l Azure Disk Encryptionが有効になっている仮想マシンの場合：キーボールトはHYCUでは保護さ

れません。

考慮事項

l 仮想マシンの同期中に、仮想マシンがソース環境で見つからない場合、この仮想マシンおよびそ

こで実行されている検出済みアプリケーションのステータスはPENDING_REMOVALに設定され

ます。ポリシーは仮想マシンとアプリケーションに割り当てられたままですが、データ保護アクション

は実行できません( HYCUでグレー表示されます)。2回の仮想マシンの自動同期処理の時間間

隔中に、この仮想マシンがソース環境内に見つかるかどうかによって、次のことが起きます。

o 仮想マシンがソース環境内に見つかる：そのステータスと、その上で実行されているアプリケー

ションのステータスはPROTECTEDに変更されます。

o 仮想マシンがソース環境内に見つからない：仮想マシンに少なくとも1つの有効な復元ポイン

トが残っている場合、その仮想マシンのステータスと、その上で実行されているアプリケーショ

ンのステータスはPROTECTED_DELETEDに変更されます。つまり、ソースから削除された

仮想マシンはまだ保護されているとみなされ、HYCUからは削除されません。

l Nutanixクラスターの場合：保護された仮想マシンを持つ保護ドメインをNutanix Prismを介して1

つのクラスターから別のクラスターに移行する予定であり、それらの仮想マシンを保護されたままに

しておきたい場合は、その両方のクラスターがHYCUに追加されていることを確認してください。移

行後の次回の仮想マシンの同期では、対応する仮想マシンが、保護ドメインの移行先のクラス

ター上の仮想マシンのリストに追加されます。移行された仮想マシンは、移行前と同じUUIDを持

ち、割り当てられたポリシーも保持します。そのような仮想マシンの次のバックアップは完全バック

アップになることに注意してください。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、バックアップする仮想マシンを選択します。

tヒント 「 同期」をクリックして、仮想マシンのリストを更新できます。表示されている仮想マ

シンのリストを絞り込むには、“データのフィルタリング”ページ224で説明されているフィルタリン
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グオプションを使用できます。

2. 「ポリシー」をクリックします。「ポリシー」ダイアログボックスが開きます。

3. 選択可能なポリシーのリストから、優先するポリシーを選択します。

4. 「割り当て」をクリックして、選択した仮想マシンにポリシーを割り当てます。

n注選択した仮想マシンにポリシーを割り当てると、それらの上で実行されているアプリケー

ションにすでにポリシーが割り当てられている場合には、それらのアプリケーションにも同じポリ

シーが割り当てられます。この場合、仮想マシンに割り当てられたポリシーはアプリケーション

に割り当てられたポリシーよりも優先され、アプリケーションに自動的に割り当てられます。

バックアップは、ポリシーに定義した値に従ってスケジュールされます。必要であれば、手動バックアップ

もいつでも実行できます。詳細については、“手動バックアップの実行”ページ238を参照してください。

仮想マシンの復元
HYCUを使用すると、破損した仮想マシン全体、または仮想ディスク(仮想マシンディスクや仮想マシ

ンにアタッチされたNutanixボリュームグループ)のみを復元できます。仮想マシンのバックアップは、仮想

マシンのクローンを作成することでも検証できます。

n注vSphere環境の場合：仮想マシンテンプレートを復元する手順は、仮想マシンの場合と同

じです。したがって、仮想マシンの復元と同じ説明に従うことができます。

前提条件

l 仮想マシンを同じソースに復元し、既存のISOイメージをその復元された仮想マシンにアタッチす

る場合、バックアップ時に仮想マシンにアタッチされたISOイメージが、仮想マシンの復元時刻に

ソースにまだ存在しており、その名前と場所が同じであることを確認する。

l テープからデータを復元する場合：テープターゲットがデータのアーカイブに積極的に使用されてい

る場合、モードは「読み取り専用」に設定する。ターゲットを編集する方法の詳細については、

「“ターゲットの管理”ページ232」を参照してください。

l Nutanix ESXiクラスターおよびvSphere環境の場合：割り当てられている必要な復元特権があ

る。詳細については、“vSphereユーザーへの特権の割り当て”ページ329を参照してください。

l 物理マシンの場合：少なくとも1つのNutanixクラスター、vCenterサーバー、またはAzure

GovernmentサブスクリプションがHYCUに追加され、復元データの保存のためのストレージコンテ

ナが提供されている必要があります。NutanixクラスターをHYCUに追加する方法の詳細について

は、“Nutanixクラスターの追加 ”ページ40を参照してください。vCenterサーバーをHYCUに追加す

る方法の詳細については、“vCenterサーバーの追加”ページ42を参照してください。Azure

GovernmentサブスクリプションをHYCUに追加する方法の詳細については、“Azure Government

サブスクリプションの追加”ページ45を参照してください。

l Azure Government環境の場合：セルフサービスグループユーザーの場合、Azure Government

サービスプリンシパルをHYCUに追加する必要があります。詳細については、“Azure Government

サービスプリンシパルの追加”ページ265を参照してください。
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制限事項

l あるソースから別のソースに仮想マシンを復元する場合、バックアップ時に仮想マシンにアタッチさ

れたISOイメージは、復元された仮想マシンにアタッチされません。

l Azure Government環境の場合：仮想マシンのOSプロファイルは復元できません。

考慮事項

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、データを復元するかまたは仮想マシンのバックアップを検

証するためにこの層を使用することはできません。

l ポリシーに指定された保持期間が経過してしまっている(復元ポイントがHYCUWebユーザーイ

ンターフェースでグレー表示になっている)仮想マシンの復元は実行できません。ただし、必要な

場合、これはHYCU config.propertiesファイル内の

restore.enabled.if.retention.is.up構成設定をtrueに設定することで上書きできま

す。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

復元オプション

次の復元オプションから選択できます。

復元オプション 説明

VMの復元

仮想マシンを復元できます。元の仮想マシンを、復元した仮想マシンで

置き換える場合は、このオプションを選択します。説明については、“仮想

マシンの復元 ”次のページを参照してください。

i重要このオプションを使用して物理マシンを復元することはできま

せん。

VMのクローン

仮想マシンのクローンを作成することで、仮想マシンを復元できます。元

の仮想マシンを保持する場合は、このオプションを選択します。説明につ

いては、“仮想マシンの複製 ”ページ121を参照してください。

VMバックアップを検証

仮想マシンのバックアップを、仮想マシンのクローンを作成することで検証

できるようにします。仮想マシンに破損したバックアップがないことを確認す

る場合は、このオプションを選択します。説明については、“仮想マシンの

バックアップの検証”ページ130を参照してください。

vDiskの復元

仮想ディスクを復元できます。元の仮想ディスクを、復元した仮想ディスク

で置き換える場合は、このオプションを選択します。説明については、“仮

想ディスクの復元 ”ページ134を参照してください。

i重要このオプションを使用して物理マシンのディスクを復元すること

はできません。
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復元オプション 説明

vDiskのクローン

クローンを作成することで、仮想ディスクを復元できます。元の仮想ディス

クを保持する場合は、このオプションを選択します。説明については、“仮

想ディスクのクローン”ページ135を参照してください。

i重要このオプションを使用してvSphere仮想マシンのディスクを復

元することはできません。

vDiskのエクスポート

仮想ディスクをNFSまたはSMB共有に復元できます。特定のアクセス権

限を持つユーザーが仮想ディスクを使用できるようにする場合、または後

から仮想ディスクを使用してデータを物理マシンや、HYCUにサポートされ

ていないあるいはソースとしてHYCUに追加されていないハイパーバイザー

のある環境に復元する場合に、このオプションを選択します。説明につい

ては、“仮想ディスクのエクスポート ”ページ137を参照してください。

n注「VMのクローン」オプションを使用すると、異なるハイパーバイザーを使用する環境に仮想マ

シンを復元することもできます。異なるハイパーバイザーを持つ環境に仮想マシンを正常に復元

するために考慮または実行する必要がある前提条件、制限事項、考慮事項、および追加の手

順については、“異なるハイパーバイザーを持つ環境への復元”ページ387を参照してください。

仮想マシンの復元

仮想マシンを元の場所または新しい場所に復元できます。この場合、元の仮想マシンは上書きされ

ます。

仮想マシンの異なる環境への復元方法の詳細については、以下のセクションを参照してください。

l “NutanixクラスターまたはvSphere環境への仮想マシンの復元”下

l “Azure Government環境への仮想マシンの復元 ”ページ118

NutanixクラスターまたはvSphere環境への仮想マシンの復元

制限事項

l Nutanix AHVクラスターの場合：UEFIブート構成をサポートしているNutanix AHVクラスターにの

みUEFIブートモードが有効になっている仮想マシンを復元できます。

l 「VMの復元」オプションを使用した物理マシンの復元はサポートされていません。

考慮事項

l 復元するボリュームグループが仮想マシンにアタッチされている場合のみ。バックアップ時にアタッチ

されたのであれば、ボリュームグループを仮想マシンとともに復元することを選択できます。この場

合、元のボリュームグループは削除され、復元されたボリュームグループは、バックアップ時にアタッ

チされた他のすべての仮想マシンと同じように、復元された仮想マシンに自動的にアタッチされま

す。

l 復元された仮想マシンは元のMACアドレスを保持します。
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l vSphere仮想マシンを復元することを予定している場合のみ。データの予定している復元方法に

応じて、以下について考慮してください。

o ターゲットから：元の仮想マシンとそのすべてのスナップショットは、復元プロセスの一部として

削除されます。

o スナップショットから：仮想マシン全体が選択したスナップショットに戻され、除外または含まれ

るディスク構成は無視されます。

l vSphere仮想マシンのデータを元のストレージコンテナに復元することを予定している場合のみ。

ストレージコンテナが複数のホストにマウントされており、復元時に元のホストが電源オフまたはメ

ンテナンスモードになっている場合、データは異なるホストの同じストレージコンテナに復元されま

す。

l HYCUに追加されていないデータセンターにvSphere仮想マシンを復元することを予定している場

合のみ。このような仮想マシンの保護ステータスは、復元後にPROTECTED_DELETEDになりま

す。

l HYCUから削除されたデータセンターからvSphere仮想マシンを復元することを予定している場合

のみ。データセンターを削除すると、仮想マシンの保護ステータスがPROTECTEDから

PROTECTED_DELETEDに変更されます。そのようは仮想マシンの復元時には、以下について

考慮してください。

o HYCUに追加されたデータセンターに復元する場合、仮想マシンの保護ステータスは

PROTECTEDに戻ります。

o HYCUに追加されていないデータセンターに復元する場合、仮想マシンの保護ステータスは

PROTECTED_DELETEDのままになります。

l Nutanix ESXiクラスターで実行している仮想マシンを復元することを予定している場合のみ。ポリ

シーでバックアップターゲットタイプとして「スナップショット」が選択されている場合、NVRAMファイル

は復元されません。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、復元する仮想マシンをクリックします。画面の下部に「詳細ビュー」が表

示されます。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「VMの復元」をクリックします。

4. 「VMの復元」を選択し、「次へ」をクリックします。

5. 「全般」セクションで、次の手順を実行します。

a. 「ストレージコンテナ」ドロップダウンメニューから、仮想マシンを復元する場所を選択します。

(既定では、元のストレージコンテナが選択されます。)
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n注仮想マシンを別のストレージコンテナに復元することを決定した場合、スナップショッ

トからではなくターゲットから復元が実行されるため、Fast restoreは実行できません。

b. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使

用」スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以

下を実行します。

l 「vCPU(s)」フィールドに、復元した仮想マシンの仮想CPU数を入力します。仮想CPU

の最大数は1024です。

l 「vCPUあたりのコア数」フィールドに、復元した仮想マシンの仮想CPUあたりのコア数を

入力します。仮想CPUあたりの最大コア数は64です。

n注復元した仮想マシンのコア数の合計は、仮想CPU数に仮想CPUあたりのコア

数を掛けた数となります。

l 「メモリ」フィールドで、復元した仮想マシンのメモリ量( GiBまたはMiB単位)を設定しま

す。指定する値は整数でなければならず、4096 GiBを超えることはできません。

c. 復元した仮想マシンを復元後にオンにする場合は、「仮想マシンの電源をオンにします」ス

イッチを使用します。元の仮想マシンは自動的に削除されます。

i重要vSphere仮想マシンをvSphere環境に復元し、「仮想マシンの電源をオンにしま

す」スイッチを無効にしている場合のみ。仮想マシンをオンにしようとしたときに、仮想マシ

ンが移動したものかコピーしたものか答えるよう求められた場合は、必ず「移動しました」

と答えてください。

d. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1

つ以上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

e. 仮想ディスクが(手動または自動で)バックアップから除外されている場合のみ：サイズと構成

が同じ空のディスクを除外したディスクとして作成し、復元した仮想マシンにアタッチしたい場

合は、「除外ディスクを空ディスクとして作成」スイッチを使用します。

f. 仮想マシンにアタッチされているボリュームグループの場合：仮想マシンにアタッチされているボ

リュームグループも復元する場合は、「ボリュームグループの復元」スイッチを使用します。

6. 「ネットワーク」セクションで、バックアップ時に仮想マシンに追加されたネットワークアダプタのリスト

を確認します(仮想マシンが接続されていたネットワークを含む)。元のネットワークのいずれかが

利用できなくなった場合は、「該当なし」が表示されます。

元のネットワークが使用可能かどうかに応じて、以下のように続行します。

l 元のネットワークが利用可能な場合は、既定値を変更せずに元のネットワーク設定で仮想

マシンを復元するか、またはネットワーク設定を変更することができます。

l 元のネットワークが利用できない場合は、ネットワーク設定を変更する必要があります。
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ネットワーク設定の変更

元のネットワーク... 説明

使用可能

次の手順を実行できます。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、優先

するネットワークを選択します。

l 仮想アダプタを選択し、「編集」をクリックして優先するネット

ワークを選択することで、既存のネットワークアダプタを編集して、

仮想マシンを別のネットワークに接続します。

l 必要なくなったネットワークアダプタの資格情報を選択し、「削
除」をクリックして削除します。

使用不可

次の手順を実行できます。

l ネットワークアダプタを選択し、「編集」をクリックして優先する

ネットワークを選択することで、影響を受けるネットワークアダプタ

を編集して、仮想マシンを新しいネットワークに接続します。

l 影響を受けるネットワークアダプタを選択して削除し、「削除」

をクリックします。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、優先

するネットワークを選択します。

n注仮想マシンはネットワークアダプタなしで復元できます。後で必ず仮想マシンのネット

ワーク設定を構成してください。

7. 「復元」をクリックします。

n注Nutanix ESXiクラスターの場合：仮想マシンの復元に必要な最小RAMは256 MiBであるの

で、それよりRAMが少ない仮想マシンは復元中に自動的に256 MiBに設定されます。

Azure Government環境への仮想マシンの復元

考慮事項

復元した仮想マシンが元の仮想マシンと同じ静的 IPアドレスを持つようにする場合は、以下のいずれ

かを実行します。

l 復元前に、Azure Governmentで元の仮想マシンからIPアドレスの関連付けを解除し、HYCUで

復元中のネットワークインターフェースにこのIPアドレスを選択します。

l 復元中に、ネットワークインターフェースに別のIPアドレスを選択します。復元後に、Azure

Governmentで、復元した仮想マシンに優先するIPアドレスを割り当てます。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。
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手順

1. 「仮想マシン」パネルで、復元する仮想マシンをクリックします。画面の下部に「詳細ビュー」が表

示されます。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「VMの復元」をクリックします。

4. 「VMの復元」を選択し、「次へ」をクリックします。

5. 「ロケーション」ドロップダウンメニューから、復元する仮想マシンの地理的リージョンを選択します。

6. 「アベイラビリティゾーン」ドロップダウンメニューから、復元する仮想マシンのゾーンを選択します。

n注選択した地理的リージョンと仮想マシンのサイズによって、データを復元できるゾーンが

決まります。どのゾーンにもデータを復元しない場合は、「なし」を選択します。

7. 「次へ」をクリックします。

8. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l 自動：最新の状態に最速で復元できます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

9. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使用」

スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以下を

実行します。

l 「vCPU(s)」フィールドに、復元した仮想マシンの仮想CPU数を入力します。仮想CPUの最

大数は1024です。

l 「メモリ」フィールドで、復元した仮想マシンのメモリ量( GiBまたはMiB単位)を設定します。指

定する値は整数でなければならず、4096 GiBを超えることはできません。

l 「仮想マシンタイプ」ドロップダウンメニューから、仮想マシンタイプを選択します。

n注仮想マシンタイプのリストは、指定した仮想CPUの数とメモリの量に基づいていま

す。どの仮想マシンタイプも指定した値と一致しない場合、リストは空になり、指定した

値を調整する必要があります。

10. 「ネットワークインターフェース」で、復元された仮想マシンに追加されるネットワークインターフェース

を表示できます。既定では、これは元の仮想マシンが属するサブスクリプションの最初のネットワー

クインターフェースです。必要であれば、ネットワーク設定も変更できます。

ネットワーク設定の変更
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ネットワーク設定を変更する場合は、ネットワークインターフェースの追加、既存のネットワークイ

ンターフェースの編集、またはネットワークインターフェースの削除を行うことができます。

n注ネットワークインターフェースを追加する場合、同じネットワークにアタッチされている

ネットワークインターフェースしか追加できないことに注意してください。追加できるネットワー

クインターフェースの最大数は、選択した仮想マシンのタイプによって異なります。

ネットワーク設定の変更方法に応じて、次のいずれかを実行します。

l 「ネットワークインターフェースの追加」をクリックしてネットワークインターフェースを追加する

か、編集するネットワークインターフェースの横にある「編集」をクリックして、次の手順に従

います。

a. ネットワークインターフェースを追加する場合のみ。「ネットワーク」ドロップダウンメニュー

から、ネットワークインターフェースのネットワークを選択します。

n注使用可能なネットワークのリストには、復元された仮想マシン用に選択した

リージョン内のネットワークのみが含まれます。

b. ネットワークインターフェースを割り当てるサブネットを選択します。

c. 「パブリックIPアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアド

レスを選択します。次のオプションから選択できます。

オプション 説明

なし
パブリックIPアドレスは、復元された仮想マシン上のネットワークイン

ターフェースに割り当てられません。

動的
動的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
静的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

既存

Azure Governmentで作成した優先するパブリックIPアドレスのリ

ソースが、復元した仮想マシンのネットワークインターフェースに割り

当てられます。

d. 「プライベート IPアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート

IPアドレスを選択します。次のオプションから選択できます。

オプション 説明

動的
動的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
指定する静的 IPアドレスが、復元された仮想マシン上のネットワー

クインターフェースに割り当てられます。

e. 「追加」または「保存」をクリックします。
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l 削除するネットワークインターフェースの横にある「削除」をクリックします。ネットワークイン

ターフェースがないと仮想マシンを復元できないことに注意してください。

11. 「復元」をクリックします。

仮想マシンの複製

元の仮想マシンのクローンは、仮想マシンを元の場所または新しい場所に復元することにより作成で

きます。この場合、元の仮想マシンは上書きされません。

仮想マシンの異なる環境への複製方法の詳細については、以下のセクションを参照してください。

l “NutanixクラスターまたはvSphere環境への仮想マシンの複製”下

l “Azure Government環境への仮想マシンの複製 ”ページ125

NutanixクラスターまたはvSphere環境への仮想マシンの複製

前提条件

l 新しい場所にクローンを予定している仮想マシンの場合：仮想マシンのクローンを予定している

vSphere環境のNutanixクラスターまたはvCenterサーバーが、HYCUに追加されている。この実

行方法の詳細については、“Nutanixクラスターの追加”ページ40または“vCenterサーバーの追

加”ページ42を参照してください。

l Linux物理マシンの場合：物理マシンの/etc/fstabシステム構成ファイルでは、ファイルシステム

のデバイス識別に、デバイス名の代わりにUUID( UUID=8ff089c0-8e71-4320-a8e9-

dbab8f18a7e5など)を使用する必要があります。

制限事項

vSphere環境の場合：復元された仮想マシンへのISOイメージのアタッチはサポートされていません。

考慮事項

l 元の場所 (元の仮想マシンが実行されていたソース)に復元する場合にのみ、スナップショットから

復元が実行されます。スナップショットを別の場所に復元する場合、復元のために選択した層に

応じて、以下のようになります。

o スナップショットを選択した場合、復元は失敗します。

o 「自動」を選択した場合、利用可能なターゲットがあれば、ターゲットから復元が実行されま

す。そうでない場合は、失敗します。

l 複製するボリュームグループが仮想マシンにアタッチされている場合のみ。バックアップ時にアタッチ

されたのであれば、ボリュームグループを仮想マシンとともに復元することを選択できます。この場

合、元のボリュームグループは復元されたボリュームグループとともに維持されます。ボリュームグ

ループが他の仮想マシンにもアタッチされている場合、(仮想マシンへのアタッチ方法に応じて)以

下が適用されます。

o 直接：ボリュームグループは、クローンされた仮想マシンのみに自動的にアタッチされます。

o iSCSIを使用：ボリュームグループは、バックアップ時にアタッチされたすべての仮想マシンに自

動的にアタッチされます。
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l Nutanix AHVクラスターで実行されている仮想マシンをNutanix ESXiクラスターに復元する場合：
仮想マシンのディスクがPCIバスにアタッチされている場合、復元後にバスタイプが自動的にSCSI

に変更されます。この構成変更のため、復元は警告で終了します。

l Nutanix ESXiクラスターで実行されているLinux仮想マシンの場合：vSphere (Web) Clientを介し

て作成された仮想マシンを復元した後、仮想マシンが起動しない場合は、“vSphere環境から仮

想マシンのNutanix ESXiクラスターへの復元”ページ390で説明されている手順に従ってください。

l 仮想マシンを復元した後、次の復元を実行すると、仮想ディスクの順序が元の仮想マシンの順

序と異なるものとなる場合があります。

o Nutanix AHVクラスターからNutanix ESXiクラスターまたはvSphere環境への

o Nutanix ESXiから別のNutanix ESXiクラスターへの

o vSphere環境からNutanix ESXiクラスターへの

この場合は、正しいブートディスクの選択を含め、必要な調整を行います。

l vSphere仮想マシンのデータを元のストレージコンテナに復元することを予定している場合のみ。

ストレージコンテナが複数のホストにマウントされており、復元時に元のホストが電源オフまたはメ

ンテナンスモードになっている場合、データは異なるホストの同じストレージコンテナに復元されま

す。

l 仮想マシンに所有権が設定されている場合のみ。同じ所有者は、復元された仮想マシンに自

動的に割り当てられます。

l Nutanix ESXiクラスターで実行している仮想マシンを復元することを予定している場合のみ。ポリ

シーでバックアップターゲットタイプとして「スナップショット」が選択されている場合、NVRAMファイル

は復元されません。

推奨事項

l Linux仮想マシンの場合：MACアドレスを基にした永続的なネットワークデバイス名の使用は無

効にすることをお勧めします。そうしないと、ネットワークの手動での構成が必要になります。永続

的なネットワークデバイス名の使用を無効にする方法については、お使いのLinux配信ドキュメン

トを参照してください。

l Linux物理マシンの場合：物理マシンの元のブートローダーがバックアップ中に一時的なものに置

き換わったため、復元後にブート構成を更新することをお勧めします。これを実行する方法の詳

細については、物理マシンがどのようなファームウェアを使用しているかに応じて、次のいずれかの

セクションを参照してください。

o “BIOSファームウェアを使用するLinux物理マシンのブート構成の更新”ページ128

o “UEFIファームウェアを使用するLinux物理マシンのブート構成の更新”ページ129

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、復元する仮想マシンをクリックします。画面の下部に「詳細ビュー」が表

示されます。
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n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「VMの復元」をクリックします。

4. 「VMのクローン」を選択し、「次へ」をクリックします。

5. 「全般」セクションで、次の手順を実行します。

a. 「ストレージコンテナ」ドロップダウンメニューから、仮想マシンを復元する場所を選択します。

n注既定では、元のストレージコンテナが選択されます。仮想マシンを別のストレージコ

ンテナに復元する場合、次の点にご注意ください。

l スナップショットからではなくターゲットから復元が実行されるため、Fast restoreは実

行できません。

l 選択したストレージコンテナが別のハイパーバイザーにある場合、追加の前提条件

が適用されます。詳細については、“異なるハイパーバイザーを持つ環境への復元”

ページ387を参照してください。

b. 「新しいVM名」フィールドで、仮想マシンの新しい名前を指定します。

c. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使

用」スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以

下を実行します。

l 「vCPU(s)」フィールドに、復元した仮想マシンの仮想CPU数を入力します。仮想CPU

の最大数は1024です。

l 「vCPUあたりのコア数」フィールドに、復元した仮想マシンの仮想CPUあたりのコア数を

入力します。仮想CPUあたりの最大コア数は64です。

n注復元した仮想マシンのコア数の合計は、仮想CPU数に仮想CPUあたりのコア

数を掛けた数となります。

l 「メモリ」フィールドで、復元した仮想マシンのメモリ量( GiBまたはMiB単位)を設定しま

す。指定する値は整数でなければならず、4096 GiBを超えることはできません。

d. 復元した仮想マシンを復元後にオンにする場合は、「仮想マシンの電源をオンにします」ス

イッチを使用します。

i重要以下にご注意ください。

l このオプションは、iSCSIを使用してアタッチされたボリュームグループがある仮想マシ

ンには無効です。復元された仮想マシンをオンにする前に実行する必要がある事柄

については、“仮想マシンの複製後 ”ページ128を参照してください。

l NutanixクラスターまたはvSphere環境からの仮想マシンを複製する場合のみ。復元

した仮想マシンをオンにすると、元の仮想マシンは自動的にオフになります。

l vSphere仮想マシンをvSphere環境に複製し、「仮想マシンの電源をオンにします」

スイッチを無効にしている場合のみ。仮想マシンをオンにしようとしたときに、仮想マシ
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ンが移動したものかコピーしたものか答えるよう求められた場合は、必ず「コピーしま

した」と答えてください。

e. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1

つ以上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

f. 仮想ディスクが(手動または自動で)バックアップから除外されている場合のみ：サイズと構成

が同じ空のディスクを除外したディスクとして作成し、復元した仮想マシンにアタッチしたい場

合は、「除外ディスクを空ディスクとして作成」スイッチを使用します。

g. 仮想マシンにアタッチされているボリュームグループの場合：仮想マシンにアタッチされているボ

リュームグループも復元する場合は、「ボリュームグループのクローン」スイッチを使用します。

6. 「ネットワーク」セクションで、次の手順を実行します。

a. バックアップ時に仮想マシンに追加されたネットワークアダプタのリストを確認します(仮想マシ

ンが接続されていたネットワークを含む)。元のネットワークのいずれかが利用できなくなった場

合は、「該当なし」が表示されます。

元のネットワークが使用可能かどうかに応じて、以下のように続行します。

l 元のネットワークが利用可能な場合は、既定値を変更せずに元のネットワーク設定で

仮想マシンをクローンするか、またはネットワーク設定を変更することができます。

l 元のネットワークが利用できない場合は、ネットワーク設定を変更する必要があります。

ネットワーク設定の変更

元のネットワーク... 説明

使用可能

次の手順を実行できます。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、

優先するネットワークを選択します。

l 仮想アダプタを選択し、「編集」をクリックして優先するネット

ワークを選択することで、既存のネットワークアダプタを編集し

て、仮想マシンを別のネットワークに接続します。

l 必要なくなったネットワークアダプタの資格情報を選択し、「
削除」をクリックして削除します。

使用不可

次の手順を実行できます。

l ネットワークアダプタを選択し、「編集」をクリックして優先す

るネットワークを選択することで、影響を受けるネットワークア

ダプタを編集して、仮想マシンを新しいネットワークに接続し

ます。
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元のネットワーク... 説明

l 影響を受けるネットワークアダプタを選択して削除し、「削
除」をクリックします。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、

優先するネットワークを選択します。

n注仮想マシンはネットワークアダプタなしでクローンできます。後で必ず仮想マシンの

ネットワーク設定を構成してください。

b. 仮想マシンを別のNutanixクラスターまたはvSphere環境に復元する場合のみ。復元した仮

想マシンで元のMACアドレスを維持する場合は、「元のMACアドレスを維持」スイッチを使

用します。これは、少なくとも1つのネットワークアダプタにMACアドレスが割り当てられている

場合にのみ適用されることにご注意ください。

7. 「復元」をクリックします。

Azure Government環境への仮想マシンの複製

前提条件

l 新しい場所への復元を予定している仮想マシンの場合：仮想マシンの復元先に予定している

Azure GovernmentサブスクリプションがHYCUに追加されます。この実行方法の詳細について

は、“Azure Governmentサブスクリプションの追加”ページ45を参照してください。

l Azure Disk Encryptionが有効になっている仮想マシンの場合：キーボールトは、仮想マシンを復

元する場所で利用可能でなければなりません。

制限事項

復元ポイントにスナップショット層のみが含まれている場合、それを新しい場所へのデータの復元に使

用することはできません。

考慮事項

選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデータの

コピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されているた

め)がある層が含まれている場合、データを復元するためにこの層を使用することはできません。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、復元する仮想マシンをクリックします。画面の下部に「詳細ビュー」が表

示されます。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。
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2. 「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「VMの復元」をクリックします。

4. 「VMのクローン」を選択し、「次へ」をクリックします。「VMのクローン」ダイアログボックスが開きま

す。

5. 「宛先ソース」ドロップダウンメニューから、仮想マシンを復元する場所を選択します。

6. 「サービスプリンシパル」ドロップダウンメニューから、必要なリソースにアクセスできるサービスプリンシ

パルを選択します(仮想マシンの復元元のソースおよび復元先)。

7. 「サブスクリプション」ドロップダウンメニューから、復元する仮想マシンのサブスクリプションを選択し

ます。

8. 「リソースグループ」ドロップダウンメニューから、復元する仮想マシンのリソースグループを選択しま

す。

9. 「ロケーション」ドロップダウンメニューから、復元する仮想マシンの地理的リージョンを選択します。

10. 「アベイラビリティゾーン」ドロップダウンメニューから、復元する仮想マシンのゾーンを選択します。

n注選択した地理的リージョンと仮想マシンのサイズによって、データを復元できるゾーンが

決まります。どのゾーンにもデータを復元しない場合は、「なし」を選択します。

11. 「次へ」をクリックします。

12. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l 自動：最新の状態に最速で復元できます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

13. 「新しいVM名」フィールドで、復元された仮想マシンの名前を指定します。

14. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使用」

スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以下を

実行します。

l 「vCPU(s)」フィールドに、復元した仮想マシンの仮想CPU数を入力します。仮想CPUの最

大数は1024です。

l 「メモリ」フィールドで、復元した仮想マシンのメモリ量( GiBまたはMiB単位)を設定します。指

定する値は整数でなければならず、4096 GiBを超えることはできません。

l 「仮想マシンタイプ」ドロップダウンメニューから、仮想マシンタイプを選択します。

n注仮想マシンタイプのリストは、指定した仮想CPUの数とメモリの量に基づいていま

す。どの仮想マシンタイプも指定した値と一致しない場合、リストは空になり、指定した

値を調整する必要があります。

15. 「ネットワークインターフェース」で、復元された仮想マシンに追加されるネットワークインターフェース

を表示できます。既定では、これは元の仮想マシンが属するサブスクリプションの最初のネットワー
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クインターフェースです。必要であれば、ネットワーク設定も変更できます。

ネットワーク設定の変更

ネットワーク設定を変更する場合は、ネットワークインターフェースの追加、既存のネットワークイ

ンターフェースの編集、またはネットワークインターフェースの削除を行うことができます。

n注ネットワークインターフェースを追加する場合、同じネットワークにアタッチされている

ネットワークインターフェースしか追加できないことに注意してください。追加できるネットワー

クインターフェースの最大数は、選択した仮想マシンのタイプによって異なります。

ネットワーク設定の変更方法に応じて、次のいずれかを実行します。

l 「ネットワークインターフェースの追加」をクリックしてネットワークインターフェースを追加する

か、編集するネットワークインターフェースの横にある「編集」をクリックして、次の手順に従

います。

a. ネットワークインターフェースを追加する場合のみ。「ネットワーク」ドロップダウンメニュー

から、ネットワークインターフェースのネットワークを選択します。

n注使用可能なネットワークのリストには、復元された仮想マシン用に選択した

リージョン内のネットワークのみが含まれます。

b. ネットワークインターフェースを割り当てるサブネットを選択します。

c. 「パブリックIPアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアド

レスを選択します。次のオプションから選択できます。

オプション 説明

なし
パブリックIPアドレスは、復元された仮想マシン上のネットワークイン

ターフェースに割り当てられません。

動的
動的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
静的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

既存

Azure Governmentで作成した優先するパブリックIPアドレスのリ

ソースが、復元した仮想マシンのネットワークインターフェースに割り

当てられます。

d. 「プライベート IPアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート

IPアドレスを選択します。次のオプションから選択できます。

オプション 説明

動的
動的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
指定する静的 IPアドレスが、復元された仮想マシン上のネットワー

クインターフェースに割り当てられます。
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e. 「追加」または「保存」をクリックします。

l 削除するネットワークインターフェースの横にある「削除」をクリックします。ネットワークイン

ターフェースがないと仮想マシンを復元できないことに注意してください。

16. 「復元」をクリックします。

仮想マシンの複製後

仮想マシンの複製後は、以下について考慮してください。

l クローンされた仮想マシンのネットワークアダプタに新しいMACアドレスが割り当てられている場

合、ゲストオペレーティングシステムが、クローンされた仮想マシンを、選択したネットワークに接続

するように適切に構成されていることを確認します。

l 仮想マシンをNutanix AHVクラスターからNutanix ESXiクラスターまたはvSphere環境に複製した

後で、IDEデバイスが正しく構成されていないことにより仮想マシンが起動しない場合には、手動

でIDEデバイスの構成を編集する必要があります。この実行方法の詳細については、VMwareの

資料を参照してください。

l vSphere環境の場合：一部のオペレーティングシステム(たとえば、Red Hat Enterprise Linux 7)

は、ネットワーク設定を必要とする場合があります。詳細については、VMwareの資料を参照して

ください。

l iSCSIを使用してボリュームグループがアタッチされている仮想マシンの場合：元の仮想マシンと復

元された仮想マシンは、復元後に同じネットワークとiSCSI構成設定を持つため、潜在的な問題

を回避するために、両方の仮想マシンが同時にオンにならないようにしてください。問題を防ぐ1つ

の方法として、復元した仮想マシンをオンにする前にネットワークから切断し、ネットワークアダプタ

の交換やiSCSI設定の更新などの必要な変更を行うことができます。

l 物理マシンの場合：

o Windows物理マシンをNutanix ESXiクラスターにクローンした場合のみ。復元後に適切なゲ

ストOSを指定してマシン構成を変更し、最新バージョンのVMware Toolsをマシンにインス

トールしてください。詳細については、VMwareの資料を参照してください。

o UEFIファームウェアを使用するLinux物理マシンをNutanix AHVクラスターにクローンした場合

のみ。復元後に仮想マシンが起動しない場合は、マシンを再起動します。

BIOSファームウェアを使用するLinux物理マシンのブート構成の更新

手順

1. /etc/default/grubシステム構成ファイルで、以下を実行します。

a. 「GRUB_CMDLINE_LINUX」オプションを編集して、以下のカーネルパラメーターがある場合は

削除します。

l rd.lvm.( rd.lvm=0を除く)
l rd.md.( rd.md=0を除く)
l rd.dm.( rd.dm=0を除く)
l rd.luks.
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b. 仮想マシンのレジュームデバイスが、元の物理マシンのレジュームデバイスUUIDと一致するよ

うに設定します。たとえば、元の物理マシンのレジュームデバイスが

resume=/dev/mapper/cl-swapの場合、仮想マシンのレジュームデバイスは

resume=UUID=4044243b-612b-42bc-ba22-4736c4eadde6とします。

2. オプション：ブートプロセスを高速化し、存在しないボリュームのマウントをスキップしたい場合は、

/etc/fstabシステム構成ファイルで、バックアップ時に警告がトリガーされたボリュームの行をすべ

てコメントにします。

例
以下の警告メッセージがトリガーされます。

Non LVM volumes detected: Following volumes are not backupable:
/dev/sdf3:/test_mount.

/etc/fstabシステム設定ファイルで、/test_mountマウントポイントを含む行をコメントしま

す。

3. 以下のコマンドを実行して、GRUB構成を更新します。

grub2-mkconfig -o /boot/grub2/grub.cfg

4. 以下のコマンドを実行して、ブートローダーをブートディスクにインストールします。

grub2-install /dev/sdc

tヒントブートディスクにブートパーティションが含まれます。ブートパーティションを特定するに

は、以下のコマンドを実行します。

findmnt -nT /boot -o SOURCE

5. 仮想マシンを再起動します。

UEFIファームウェアを使用するLinux物理マシンのブート構成の更新

手順

1. 物理マシンをNutanix ESXiクラスターまたはvSphere環境にクローンした場合のみ。仮想マシンが

ファームウェアセットアップモードになったら、「ファイルからブート」オプションを選択し、

<EFIPartition>/EFI/hycu/shimx64.efiファイルを指定します。詳細については、Nutanix

またはVMwareの資料を参照してください。

2. /etc/default/grubシステム構成ファイルで、以下を実行します。

a. 「GRUB_CMDLINE_LINUX」オプションを編集して、以下のカーネルパラメーターがある場合は

削除します。

l rd.lvm.( rd.lvm=0を除く)
l rd.md.( rd.md=0を除く)
l rd.dm.( rd.dm=0を除く)
l rd.luks.
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b. 仮想マシンのレジュームデバイスが、元の物理マシンのレジュームデバイスUUIDと一致するよ

うに設定します。たとえば、元の物理マシンのレジュームデバイスが

resume=/dev/mapper/cl-swapの場合、仮想マシンのレジュームデバイスは

resume=UUID=4044243b-612b-42bc-ba22-4736c4eadde6とします。

3. オプション：ブートプロセスを高速化し、存在しないボリュームのマウントをスキップしたい場合は、

/etc/fstabシステム構成ファイルで、バックアップ時に警告メッセージがトリガーされたボリューム

の行をすべてコメントにします。

例
以下の警告メッセージがトリガーされます。

Non LVM volumes detected: Following volumes are not backupable:
/dev/sdf3:/test_mount.

/etc/fstabシステム設定ファイルで、/test_mountマウントポイントを含む行をコメントしま

す。

4. 以下のコマンドを実行して、GRUB構成を更新します。

l Red Hat Enterprise LinuxおよびOracle Linuxの場合：

grub2-mkconfig -o /boot/efi/EFI/redhat/grub.cfg

l CentOSの場合：

grub2-mkconfig -o /boot/efi/EFI/centos/grub.cfg

5. 仮想マシンを再起動します。

6. 元の物理マシンでセキュアブートが有効になっており、サードパーティのカーネルモジュールを使用

する場合のみ。サードパーティのカーネルモジュールに署名するために使用されるマシン所有者

キー( MOK)を登録します。この実行方法の詳細については、それぞれのオペレーティングシステ

ムの資料を参照してください。

7. UEFIファームウェアのセットアップで既定のブートエントリを作成します。ブートエントリは次のシステ

ムファイルを指す必要があります。

l Red Hat Enterprise LinuxおよびOracle Linuxの場合：

<EFIPartition>/EFI/redhat/shimx64.efi

l CentOSの場合：

<EFIPartition>/EFI/centos/shimx64.efi

仮想マシンのバックアップの検証

仮想マシンのバックアップは、仮想マシンのクローンを作成することで検証できます。この場合、元の仮

想マシンが上書きされたりオフになったりすることはありません。バックアップの検証を実行した後に、仮

想マシンのクローンを保持するかどうかを指定することもできます。
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n注検証ポリシーをセットアップし、検証ポリシーで定義した値に従ってバックアップ検証をスケ

ジュールすることができます。この実行方法の詳細については、“検証ポリシーのセットアップ”ペー

ジ239を参照してください。

前提条件

l 仮想マシンをvSphere環境に複製する場合、仮想マシンに最新バージョンのVMware Toolsがイ

ンストールされている必要があります。

l 高度な検証タイプを指定することを予定している場合のみ。

o 資格情報を仮想マシンに割り当てる必要があります。前提条件、制限、考慮事項、説明

については、“アプリケーションデータへのアクセスの有効化”ページ146を参照してください。

o ネットワークカードを仮想マシンに追加する必要があります。

制限事項

バックアップ検証の実行は、HYCU Backup ControllerおよびAzure Government環境ではサポートさ

れていません。

考慮事項

l 仮想マシンが静的 IPアドレスで構成されている場合、バックアップ検証中にネットワークの競合が

発生し、バックアップ検証データの信頼性が低下する可能性があります。

l Windows仮想マシンのバックアップ検証を実行するときに、高度な検証タイプを指定することを予

定している場合のみ。ディスクエラーのチェックが失敗する場合もありますが、これは仮想マシンが

破損していることを意味するものではありません。ただし、そのような仮想マシンのステータスは手

動で確認することをお勧めします。

l バックアップの検証を実行した後、次のことを検討します。

o 「仮想マシン」パネルの「検証」列で、仮想マシンのバックアップ検証ステータスを表示できま

す(アイコンで表される)。アイコンを一時停止することで、仮想マシンにどの検証ポリシーが

割り当てられているかも確認できます(セットアップ済みの場合 )。検証ポリシーのセットアップ

の詳細については、“検証ポリシーのセットアップ”ページ239を参照してください。

o 除外ポリシーは、クローンされた仮想マシンに自動的に割り当てられます。

手順

1. 「仮想マシン」パネルで、バックアップ検証を実行する仮想マシンをクリックします。画面の下部に

「詳細ビュー」が表示されます。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「VMの復元」をクリックします。

4. 「VMバックアップを検証」を選択して、「次へ」をクリックします。

5. 「ストレージコンテナ」ドロップダウンメニューから、バックアップ検証を実行する仮想マシンのクローン

を作成する場所を選択します。
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6. 「復元元」ドロップダウンメニューから、バックアップ検証に使用する層を選択します。復元ポイント

には1つ以上の層を含めることができ、その中から以下を選択できます。

l 自動

l バックアップ

l コピー

l アーカイブ

l スナップショット

n注「自動」を選択した場合、バックアップ検証の階層は、既定では、バックアップ>コピー

>アーカイブ>スナップショットという優先順位で選択されます。これは、HYCUが常に、バック

アップ検証のために指定された順序で最初に利用可能な層を使用することを意味します。

ただし、この既定の動作は、HYCU config.propertiesファイルの

backup.validation.restore.source.priority.order構成設定をカスタマイズし

て、データ保護のニーズに合わせて層の順序を調整することで、いつでも変更できます。

HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

7. 「新しいVM名」フィールドで、クローンされた仮想マシンの名前を指定します。

8. クローンされた仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使

用」スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以下を

実行します。

l 「vCPU(s)」フィールドに、クローンした仮想マシンの仮想CPU数を入力します。仮想CPUの

最大数は1024です。

l 「vCPUあたりのコア数」フィールドに、クローンした仮想マシンの仮想CPUあたりのコア数を入

力します。仮想CPUあたりの最大コア数は64です。

n注クローンした仮想マシンのコア数の合計は、仮想CPU数に仮想CPUあたりのコア

数を掛けた数となります。

l 「メモリ」フィールドで、クローンした仮想マシンのメモリ量 ( GiBまたはMiB単位)を設定します。

指定する値は整数でなければならず、4096 GiBを超えることはできません。

9. 「検証後にVMを保持」ドロップダウンメニューから、バックアップ検証の実行後に仮想マシンを保

持するかどうかに応じて、次のオプションのいずれかを選択します。

オプション 説明

常に 仮想マシンは、バックアップ検証の実行後に、常に保持されます。

検証エラー時
仮想マシンは、検証時に検証エラーが発生した場合にのみ、バックアップ検

証の実行後に保持されます。

決して 仮想マシンは、バックアップ検証の実行後に、自動的に削除されます。

10. 「検証タイプ」ドロップダウンメニューから、以下のいずれかのタイプを選択します。
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検証タイプ 説明

基本

バックアップ検証時に、以下のタスクが行われます。

l仮想マシンがクローンされ、オンになります。

lゲストOSがシャットダウンします。

高度

バックアップ検証時に、以下のタスクが行われます。

l仮想マシンがクローンされ、オンになります。

l仮想マシン上で実行しているすべてのアプリケーションが検出されます。

l仮想ディスクが検証され、それには仮想マシンのファイルシステムや仮想

マシン上の既存のディスクの確認が含まれます。Windows仮想マシンの

場合、ディスクエラーの確認も行われます。

l指定された場合、カスタムスクリプトが実行されます。

lゲストOSがシャットダウンします。

11. 高度な検証タイプを選択した場合のみ。以下を実行します。

a. バックアップ検証プロセスの一部として仮想マシン上でカスタムスクリプトを実行する場合は、

「カスタムスクリプトを実行」スイッチを有効にし、スクリプトへの適切なパスが指定されている

ことを確認します。

n注正常に終了した場合はスクリプトは終了コード0を返し、失敗の場合はそれ以外

を返します。

b. 「ネットワーク」セクションで、バックアップ時に仮想マシンに追加されたネットワークアダプタのリ

ストを確認します(仮想マシンが接続されていたネットワークを含む)。元のネットワークのいず

れかが利用できなくなった場合は、「該当なし」が表示されます。

元のネットワークが使用可能かどうかに応じて、以下のように続行します。

l 元のネットワークが利用可能な場合は、既定値を変更せずに元のネットワーク設定で

仮想マシンをクローンするか、またはネットワーク設定を変更することができます。

l 元のネットワークが利用できない場合は、ネットワーク設定を変更する必要があります。

ネットワーク設定の変更

元のネットワーク... 説明

使用可能

次の手順を実行できます。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、

優先するネットワークを選択します。

l 仮想アダプタを選択し、「編集」をクリックして優先するネット

ワークを選択することで、既存のネットワークアダプタを編集し

て、仮想マシンを別のネットワークに接続します。

l 必要なくなったネットワークアダプタの資格情報を選択し、「
削除」をクリックして削除します。

使用不可 次の手順を実行できます。
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元のネットワーク... 説明

l ネットワークアダプタを選択し、「編集」をクリックして優先す

るネットワークを選択することで、影響を受けるネットワークア

ダプタを編集して、仮想マシンを新しいネットワークに接続し

ます。

l 影響を受けるネットワークアダプタを選択して削除し、「削
除」をクリックします。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、

優先するネットワークを選択します。

12. 「検証」をクリックします。

仮想ディスクの復元

仮想ディスクは元の場所または新しい場所に復元できます。この場合、元の仮想ディスクは上書きさ

れます。

制限事項

l 「vDiskの復元」オプションを使用した物理マシンディスクの復元はサポートされていません。

l Azure Government環境の場合：仮想ディスクの復元はサポートされていません。

考慮事項

l バックアップから除外された仮想ディスクがある場合、それらを選択して復元することはできませ

ん。対応する復元ポイントのラベルは赤い丸でマークされています。詳細については、“エンティティ

詳細の表示”ページ221を参照してください。

l 元の仮想ディスクは削除され、復元された仮想ディスクは、バックアップ時にアタッチされていたす

べての仮想マシンに自動的にアタッチされます。

l 仮想マシンにアタッチされているボリュームグループを復元する場合のみ。ボリュームグループがア

タッチされている仮想マシンがオフになっている必要があります。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、仮想ディスクを復元する仮想マシンをクリックします。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「VMの復元」をクリックします。

4. 「vDiskの復元」を選択して、「次へ」をクリックします。
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5. 復元に選択できる仮想ディスクのリストから、復元するディスクを選択し、「次へ」をクリックします。

i重要仮想マシンにアタッチされているボリュームグループを復元する場合のみ。個別のディ

スクは選択できず、ボリュームグループ全体のみを選択できます。

6. 「ストレージコンテナ」ドロップダウンメニューから、仮想ディスクを復元する場所を選択します。

n注既定では、元のストレージコンテナが選択されます。仮想ディスクを別のストレージコン

テナに復元することを決定した場合、スナップショットからは復元されず、ターゲットから復元さ

れます。したがって、高速復元は実行されません。

7. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：このタイプの復元では、最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット ( NutanixおよびvSphereのみ)

8. 「復元」をクリックします。

仮想ディスクのクローン

仮想ディスクを元の場所または新しい場所に復元することで、仮想ディスクのクローンを作成できま

す。この場合、元の仮想ディスクは上書きされません。

制限事項

l 「vDiskのクローン」オプションを使用したvSphere仮想マシンディスクの復元はサポートされていま

せん。

l Azure Government環境の場合：仮想ディスクの復元はサポートされていません。

考慮事項

l バックアップから除外されている仮想ディスクがある場合、それらを選択して復元することはできま

せん。対応する復元ポイントのラベルは赤い丸でマークされています。詳細については、“エンティ

ティ詳細の表示”ページ221を参照してください。

l 仮想マシンにアタッチされているボリュームグループを復元する場合のみ。元のボリュームグループ

は復元されたボリュームグループと一緒に保持され、そのアタッチに関して次のことが適用されま

す。

o ボリュームグループを元の仮想マシンに復元する場合、それらはバックアップ時にアタッチされ

ていたすべての仮想マシンにアタッチされます。

o ボリュームグループをNutanix AHVクラスターで実行されている元の仮想マシン以外の仮想マ

シンに復元する場合、それらは選択された仮想マシンにのみアタッチされます。ボリュームグ

ループをNutanix ESXiクラスターで実行されている元の仮想マシン以外の仮想マシンに復元

する場合、それらは復元後に手動でアタッチする必要があります。

クローンされたボリュームグループの名前の形式は、以下のとおりです。

<OriginalVGName>-<Timestamp>
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l 仮想マシンディスクの場合：

o 元の仮想マシンディスクは、最初に使用可能なインターフェースインデックスとして(インター

フェースタイプごとに)仮想マシンに自動的にアタッチされる、復元された仮想マシンディスクと

一緒に保持されます。たとえば、scsi.0、scsi.1、およびscsi.4仮想ディスクがすでに仮

想マシンにアタッチされている場合、復元された仮想ディスクはscsi.2になります。

o 元の仮想ディスクのバスタイプがIDEの場合、復元中に自動的にSCSIに変更されます。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、仮想ディスクを復元する仮想マシンをクリックします。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「VMの復元」をクリックします。

4. 「vDiskのクローン」を選択して、「次へ」をクリックします。

5. 復元に選択できる仮想ディスクのリストから、復元するディスクを選択し、「次へ」をクリックします。

i重要仮想マシンにアタッチされているボリュームグループを復元する場合のみ。個別のディ

スクは選択できず、ボリュームグループ全体のみを選択できます。

6. 「VM」ドロップダウンメニューから、復元された仮想ディスクをアタッチする仮想マシンを選択しま

す。復元された仮想ディスクは、元の仮想マシン(既定の選択 )または他の仮想マシンにアタッチ

できます。以下について考慮してください。

l 仮想ディスクを元の仮想マシンにアタッチする場合は、それがオンになっていることを確認して

ください。

l 復元されたディスクを物理マシンにアタッチすることはできません。

7. 「ストレージコンテナ」ドロップダウンメニューから、仮想ディスクを復元する場所を選択します。

n注仮想マシンの場合：選択した仮想マシンが存在するNutanixクラスター上に作成された

ストレージコンテナからのみ選択できます。

8. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：このタイプの復元では、最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット ( Nutanixクラスターのみ)

9. 「復元」をクリックします。
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仮想ディスクのエクスポート

仮想ディスクをNFSまたはSMB共有に復元できます。エクスポートした仮想ディスクを使用してデータ

を物理マシンに復元できます。詳細については、“物理マシンへのデータの復元”次のページを参照し

てください。

前提条件

l 仮想ディスクをSMB共有に復元する場合：SMBサーバーは、スパースファイルの作成を停止する

ように構成されている必要があります( smb.confファイルでstrict allocateパラメーターが

yesに設定されている必要があります)。

l Azureターゲット上のアーカイブストレージ層に保存されているデータを復元する場合のみ。スナッ

プショットを再作成してそれをデータの復元に使用するか、または手動でデータをリハイドレートす

る必要があります。スナップショットの作成方法の説明については、“スナップショットの再作成 ”

ページ243を参照してください。データの手動でのリハイドレート方法の説明については、Azureの

資料を参照してください。

制限事項

Azure Government環境の場合：スナップショットからの仮想ディスクの復元はサポートされていませ

ん。

考慮事項

バックアップから除外された仮想ディスクがある場合、それらを選択して復元することはできません。対

応する復元ポイントのラベルは赤い丸でマークされています。詳細については、“エンティティ詳細の表

示”ページ221を参照してください。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、仮想ディスクを復元する仮想マシンをクリックします。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「VMの復元」をクリックします。

4. 「vDiskのエクスポート」を選択して、「次へ」をクリックします。

i重要仮想ディスクの復元中には、この仮想マシンの追加の復元を実行したり、バックアッ

プを期限切れにしたりすることはできません。

5. 復元に選択できる仮想ディスクのリストから、復元するディスクを選択し、「次へ」をクリックします。

6. 「タイプ」ドロップダウンメニューから、仮想ディスクを復元する場所を選択し、必要な情報を入力

します。
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l SMB

a. オプション：ドメインとユーザー資格情報を入力します。

b. SMBサーバー名またはIPアドレス、およびサーバーのルートからのSMB共有フォルダへの

パスを入力します(たとえば、/backups/HYCU)。

l NFS

NFSサーバー名またはIPアドレス、およびサーバーのルートからのNFS共有フォルダへのパスを

入力します(たとえば、/backups/HYCU)。

7. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：このタイプの復元では、最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット ( Nutanixクラスターのみ)

8. 「復元」をクリックします。

仮想ディスクのエクスポート後

仮想ディスクの復元が完了したら、それを使用してデータを物理マシンや、HYCUにサポートされてい

ないあるいはソースとしてHYCUに追加されていないハイパーバイザーのある環境に復元することがで

きます。

データは次の場所に復元されます。

/<SharedPath>/<VMName>/<Timestamp>/<Filename>

この場合、<SharedPath>は共有フォルダへのパス、<VMName>は仮想マシン名、<Timestamp>は

復元の時間、<Filename>は仮想マシンディスクのUUIDです。

復元により作成されるファイルの種類は、復元した仮想ディスクを持つ仮想マシンがバックアップされて

いる環境により異なります。お使いの環境にあるハイパーバイザーのタイプに応じて、選択した各ディス

クに対して以下のファイルが作成されます。

ハイパーバイザー ファイル

Nutanix AHV <DiskName>(拡張子なし)

割り当てられていないスペースをゼロとして含む、ディスクのローイメー

ジNutanix ESXi

vSphere

l <DiskName>-flat.vmdk

ディスクのローイメージ

l <DiskName>.vmdk

<DiskName>-flat.vmdkを参照するVMDK記述子ファイル

物理マシンへのデータの復元

このセクションで説明する手順は、データをWindows物理マシンに復元する方法の一例です。
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前提条件

l データの復元先とする物理マシンは、元のマシンと同じ数のディスクを持ち、ディスクサイズは元の

サイズ以上であること。

l LinuxライブCD( Ubuntuなど)をダウンロード済みであり、データを復元する物理マシン上で起動

済みであること。

考慮事項

l コマンドはすべてルートとして実行してください。

l 以下のエラーメッセージは無視してもかまいません。

The backup GPT table is corrupt, but the primary appears OK, so that
will be used.

手順

1. 宛先ディスクを特定します。

HYCUはバックアップをディスクレベルで実行するため、データを復元する各ディスクのパスを特定

する必要があります。システム上のすべてのディスクをリストするには、次のコマンドを実行します。

fdisk -l

以下は出力の例です。

Disk /dev/sda: 32 GiB, 34359738368 bytes, 67108864 sectors

Disk /dev/sdb: 5 GiB, 5368709120 bytes, 10485760 sectors

2. ディスクをエクスポートした共有をマウントします。

3. 以下のコマンドを実行して、マウントした共有上のエクスポートしたディスクへのパスを特定しま

す。

cd /<共有パス>/<VM名>/<タイムスタンプ>

ls

以下は出力の例です。

PhysicalDisk0 PhysicalDisk1

4. 以下のコマンドを実行して、エクスポートした各ディスクを検証します。

fdisk –l <エクスポートしたディスク名>

例：

fdisk –l PhysicalDisk0

エクスポートしたディスクの情報(ディスクサイズやパーティションのリストなど)が表示されます。この

情報を使用して、データの復元に適した宛先ディスクを特定します。たとえば、エクスポートした

ディスクPhysicalDisk0のサイズはディスク/dev/sdaのサイズに一致します。したがって、ディス

クPhysicalDisk0はディスク/dev/sdaに復元できます。
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以下は出力の例です。

Disk PhysicalDisk0: 32 GiB, 34359738368 bytes, 67108864 sectors

Units: sectors of 1 * 512 = 512 bytes

Sector size (logical/physical): 512 bytes / 512 bytes

I/O size (minimum/optimal): 512 bytes / 512 bytes

Disklabel type: dos

Disk identifier: 0x36bab260

Device Boot Start End Sectors Size Id Type

PhysicalDisk0p1 * 2048 718847 716800 350M 7

HPFS/NTFS/exFAT

PhysicalDisk0p2 718848 67106815 66387968 31.7G 7

HPFS/NTFS/exFAT

5. 各ディスクに対して以下のコマンドを実行して、データを復元します。

dd if=<エクスポートしたディスク名> of=<宛先ディスクのパス> bs=1024 status=progress

例：

dd if=PhysicalDisk0 of=/dev/sda bs=1024k status=progress

以下は出力の例です。

33540483072 bytes (34 GB, 31 GiB) copied, 229 s, 146 MB/s

33554432+0 records in

33554432+0 records out

34359738368 bytes (34 GB, 32 GiB) copied, 229.78 s, 150 MB/s

6. LinuxライブCDを取り出し、物理マシンを再起動します。

個別のファイルの復元
個別のファイルは元の仮想マシンまたは違う仮想マシン、SMBまたはNFS共有、あるいはローカルマシ

ンに復元できます。仮想マシン全体を復元する代わりに、破損したか、何らかの理由で削除され、現

在は仮想マシンに存在しない1つ以上のファイルのみを復元できます。

個々のファイルは、ターゲットまたはスナップショットから復元できます。選択した復元ポイントでスナップ

ショットが使用可能な場合、復元は常にスナップショットから実行されます(これにより、復元プロセス

が高速化します)。そうでない場合は、ポリシーでバックアップターゲットタイプとして「ターゲット」が選択

されている場合、ターゲットから復元が実行されます(これにより、環境内のスペースを節約できま

す)。スナップショットから個々のファイルを復元したいものの、選択した仮想マシンの復元ポイントで使

用可能なスナップショットがない場合は、HYCUを使用して手動で再作成できます。この実行方法の

詳細については、“スナップショットの再作成”ページ243を参照してください。

プレリストア/ポストリストアスクリプトを使用して、個別のファイルの復元が実行される前と後に必要な

アクションを実行できます。スクリプトの指定方法の詳細については、このセクションで説明する手順に
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従います。終了コードとエクスポートされた環境変数の詳細については、“プレ/ポストスクリプトの使用”

ページ332を参照してください。

前提条件

Windows仮想マ

シン

l NTFS、FAT、またはFAT32ファイルシステムが使用されている。

l 復元のパフォーマンスの向上のために、Microsoft iSCSIイニシエーターサー

ビスの始動タイプが「Disabled」に設定されていない。

l ファイルを仮想マシンに復元する場合：

o Windows 8および10仮想マシンの場合：WinRMが有効であり、

winrm quickconfigコマンドを使用して構成されている。

o WinRMアクセス許可が付与され、仮想マシンのローカル

AdministratorsグループのメンバーであるWindowsオペレーティングシス

テムユーザーアカウントが存在している。

o 仮想マシンのファイルシステムへのアクセスが有効である。説明につい

ては、“データへのアクセスの有効化”ページ105を参照してください。

o プレ/ポストリストアスクリプトの場合：スクリプトは、アクセス可能なフォ

ルダにあり、拡張子はbat、ps1、cmdのいずれかです。

o Azure Government環境の場合：ファイルの復元先を予定している仮

想マシンは、HYCU Backup Controllerと同じ仮想ネットワーク内にあ

る必要があります。

Linux仮想マシン

l FAT32、xfs、ext4/ext3/ext2、reiserfs、またはbtrfsファイルシステムが使用

されている。

l 非rootのsudoユーザーで個々のシステムファイルを復元し、復元全体のパ

フォーマンスを向上させます。

o sudoユーザーにはNOPASSWDオプションが設定されている必要があ

ります。たとえば、Red Hat Enterprise Linux 8.xシステムでユーザーに

NOPASSWDオプションを設定するには、/etc/sudoersファイルに以

下の行を追加します。

restoreuser ALL=(ALL) NOPASSWD: ALL

o cifs-utilsパッケージが、ファイルを復元する予定の仮想マシンにイ

ンストールされている。

o Azure Government環境の場合：ファイルの復元先を予定している仮

想マシンは、HYCU Backup Controllerと同じ仮想ネットワーク内にあ

る必要があります。

l /etc/fstabシステム構成ファイルエントリ内の参照で、エントリが論理ボ

リューム( /dev/mapper/ol-rootなど)を参照しない限り、デバイス名

( /dev/sda1など)ではなく、UUID( UUID=8ff089c0-8e71-4320-

a8e9-dbab8f18a7e5など)を使用している。
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l ファイルを仮想マシンに復元する場合：

o SSHを介した仮想マシンへのアクセスが有効である。

o 仮想マシンのファイルシステムへのアクセスが有効である。説明につい

ては、“データへのアクセスの有効化”ページ105を参照してください。

o プレ/ポストリストアスクリプトの場合：スクリプトは、アクセス可能なフォ

ルダにあり、拡張子はshです。割り当てられた資格情報を使用して

仮想マシンでスクリプトを実行する許可があります。

Nutanix ESXiクラ

スター

l ファイルを仮想マシンに復元する場合：最新バージョンのVMware Toolsと

NGTがクライアント仮想マシンにインストールされている。

VMware Toolsのインストールの詳細については、VMwareの資料を参照

してください。NGTのインストールの詳細については、Nutanixの資料を参

照してください。

l 割り当てられている必要な復元特権がある。詳細については、“vSphere

ユーザーへの特権の割り当て”ページ329を参照してください。

vSphere環境
l 割り当てられている必要な復元特権がある。詳細については、“vSphere

ユーザーへの特権の割り当て”ページ329を参照してください。

すべての環境

l Azureターゲット上のアーカイブストレージ層に保存されているデータを復

元する場合のみ。スナップショットを再作成してそれをデータの復元に使用

するか、または手動でデータをリハイドレートする必要があります。スナップ

ショットの作成方法の説明については、“スナップショットの再作成 ”ページ

243を参照してください。データの手動でのリハイドレート方法の説明につ

いては、Azureの資料を参照してください。

制限事項

l マルチブートシステムでの個別のファイルの復元はサポートされていません。

l 暗号化されたディスクを使用する仮想マシンでは、個々のファイルの復元はサポートされていませ

ん。

l テープからのデータの復元はサポートしていません。

l Linuxでは、シンボリックリンクとソフトリンクのみを元の場所に復元できます。

l 2人の異なるユーザーが同じスナップショットから同時にファイルを復元することはできません。

l すべての仮想マシンディスクをバックアップから除外し、アタッチされたボリュームグループのみを残し

た場合、個々のファイルを復元することはできません。

l ファイルを別の仮想マシンに復元する場合：元のシステムと同じオペレーティングシステムファミリに

属する仮想マシンにのみファイルを復元できます。

l ファイルをローカルマシンに復元する場合：サイズが2 GiB以下のデータアーカイブのみダウンロード

できます。
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l 「ストレージレプリカ」が有効なNutanixクラスター上で実行されているWindows仮想マシンの場

合：個別ファイルの仮想マシンへの復元は、その復元がターゲットから実行される場合にのみサ

ポートされます。

l Azure Government環境の場合：仮想マシンでAzure Disk Encryptionが有効になっている場合

は、個別のファイルを復元できません。

考慮事項

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、データを復元するためにこの層を使用することはできま

せん。

l ポリシーに指定された保持期間が経過してしまっている(復元ポイントがHYCUWebユーザーイ

ンターフェースでグレー表示になっている)仮想マシンの復元は実行できません。ただし、必要な

場合、これはHYCU config.propertiesファイル内の

restore.enabled.if.retention.is.up構成設定をtrueに設定することで上書きできま

す。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

l ファイルを仮想マシンに復元する場合：一部のタイプのファイル(システムファイルなど)を復元でき

るようにするには、仮想マシンにアクセスするために指定するアカウントは、Windowsでは仮想マシ

ンのローカルのAdministratorsグループのメンバーであり、Linuxではroot権限を持つものである必

要があります。

l バックアップから除外されている仮想ディスクがある場合、それらを選択して復元することはできま

せん。対応する復元ポイントのラベルは赤い丸でマークされています。詳細については、“エンティ

ティ詳細の表示”ページ221を参照してください。

l レプリカオプションからのバックアップを使用する場合：中央またはリモートサイト (元の場所)に復

元する場合、復元は常に中央サイトのスナップショットから実行されます。

l プレ/ポストリストアスクリプトの場合：プレ/ポストリストアスクリプトは、ファイルを仮想マシンに復元

する場合のみ指定できます。

l ファイルを外部分散SMB共有に復元する場合のみ。復元用のフォルダが共有にあらかじめ作成

され、共有パスでこのフォルダにアクセスできることを確認します。

推奨事項

多数のファイルを復元する場合のみ。個別のファイルを復元する代わりに、「vDiskのクローン」オプショ

ンを使用してファイルをホストしているディスクを復元することを強くお勧めします。説明については、“仮

想ディスクのクローン”ページ135を参照してください。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。
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手順

1. 「仮想マシン」パネルで、復元するファイルを含む仮想マシンをクリックして、「詳細ビュー」を開きま

す。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「ファイルの復元」をクリックします。「ファイルの復元」ダイアログボックスが開きます。

4. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

5. 「次へ」をクリックします。

6. 使用可能なファイルのリストから、復元するファイルを選択し、「次へ」をクリックします。

tヒントファイルが多すぎて表示が1ページに収まらない場合、「 」と「 」をクリックしてページを

移動できます。

さらに、ファイルまたはフォルダを検索するには、「検索」フィールドに名前を入力し、Enterを押

します。

7. 選択したファイルの復元先 (同じ仮想マシン、別の仮想マシン、外部SMBまたはNFS共有、また

はローカルマシン)に応じて、希望する復元オプションを選択し、「次へ」をクリックして、指示に従

います。

復元オプション 説明

仮想マシンに復元

a. 「全般」タブで、次の手順を実行します。

i. 「仮想マシン」ドロップダウンメニューから、ファイルの復元先と

する仮想マシンを選択します。ファイルは元の仮想マシンまた

は違う仮想マシンに復元できます。

ii. ファイルを元の場所に復元するか、別の場所に復元するか選

択します。

別の場所を選択する場合、その場所へのパスを次の形式で

指定します。

C:\<Path>

iii. 選択した場所にすでに同じ名前のファイルが存在した場合

に、復元操作中に実行するアクションを指定します(ファイル

の上書き、ファイルのスキップ、元のファイルの名前変更、また

は復元したファイルの名前変更)。
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復元オプション 説明

iv. 元のアクセス制御リストを復元する場合は、「ACLの復元」ス

イッチを使用します。

i重要さまざまな理由により仮想マシンにアクセスできな

い場合(たとえば、資格情報が割り当てられていない、検

出に失敗した、オフになっている、またはソースから削除さ

れているなど)、個別のファイルを復元するためにその仮

想マシンを選択することはできません。

b. オプション：「プレ/ポストスクリプト」タブをクリックします。選択したス

イッチを使用して、プレ/ポストリストアスクリプトを指定し、スクリプト

のパス名を入力します。1つ以上のスイッチを有効にします。

l プレリストアスクリプトの実行

l ポストリストアスクリプトの実行

n注スクリプトのパス名フィールドに、サンプルのパス名が表

示されます。必ず有効なスクリプトパス名を入力します。

c. 「保存」をクリックします。

d. 「復元」をクリックします。

外部共有に復元する

a. ファイル共有の場合は「NFS」または「SMB」を選択し、共有フォル

ダへのパスを次の形式で指定します。

\\server\<Path>

b. SMBの場合：SMB共有にアクセスするためのユーザー資格情報

を入力します(オプション)。

c. 選択した場所にすでに同じ名前のファイルが存在した場合に、復

元操作中に実行するアクションを指定します(ファイルの上書き、

ファイルのスキップ、元のファイルの名前変更、または復元したファ

イルの名前変更 )。

d. 「復元」をクリックします。

ダウンロード

「ダウンロード」をクリックして、選択したファイルをローカルマシンに復元

します。

i重要ダウンロード処理が終了するまで、ページの更新やページ

からの移動はしないでください。
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アプリケーションの保護

HYCUにより、高速で信頼性の高いバックアップと復元によりアプリケーションデータを保護できます。

HYCUを仮想マシンで実行中のアプリケーションにアクセスできるようにし、必要な準備手順を完了

し、アプリケーションをバックアップしたら、アプリケーション全体または特定のアプリケーション項目のみの

いずれかを復元することを選択できます。

n注仮想マシン上にあるアプリケーションの保護についての説明は、特に断りのない限り、物理

マシン上のアプリケーションにも適用されます。

アプリケーションデータを効率的に保護する方法の詳細については、以下のセクションを参照してくだ

さい。

l “アプリケーションデータへのアクセスの有効化”下

l “アプリケーション保護の計画”ページ149

l “アプリケーションのバックアップ”ページ155

l “アプリケーション全体の復元”ページ156

l “SQL Serverデータベースの復元”ページ170

l “Exchange Serverデータベース、メールボックス、およびパブリックフォルダの復元 ”ページ173

l “Oracleデータベースのインスタンスと表領域の復元”ページ176

アプリケーションデータへのアクセスの有効化
“データへのアクセスの有効化 ”ページ105で説明されているとおりに資格情報を仮想マシンに割り当

てると、アプリケーション検出プロセスが自動的に開始します。

アプリケーション検出ジョブが完了すると、検出されたアプリケーションは「アプリケーション」パネルにリス

トされます。HYCUは仮想マシンと物理マシンでさまざまなタイプのアプリケーションをサポートします。サ

ポートされるアプリケーションの種類については、HYCU互換性マトリックスを参照してください。

保護するアプリケーションの検出ステータスに応じて、以下のいずれかを実行します。



HYCUは仮想マシンの資格情報でアプリケーションにアクセスすることができ、アプリケー

ションの保護を開始できます。説明については、“アプリケーションのバックアップ”ページ155

を参照してください。

n注Active DirectoryとSAP HANAへのアクセスは、仮想マシンの資格情報が必ず

付与されます。

第5章
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仮想マシンの資格情報には適切な権限がなく、HYCUアプリケーションにアクセスできま

せん。HYCUがアプリケーションにアクセスできるようにするには、以下のいずれかを実行し

ます。

l 仮想マシンの資格情報を使用する場合は、仮想マシンに資格情報を再割り当てし

て、適切な権限が付与されるようにします。仮想マシンへの証明書の割り当て方法

に関する説明については、“データへのアクセスの有効化 ”ページ105を参照してくださ

い。

l アプリケーション固有の資格情報を使用する場合は、このセクションで説明する手順

に従います。

前提条件

Windows仮想マ

シン

l Windows 8および10の場合：WinRMが有効であり、winrm

quickconfigコマンドを使用して構成されている。

l WinRM許可を持つWindowsユーザーアカウントが存在する。このアカウン

トにはアプリケーションへのアクセス権が必要であり、仮想マシンのローカル

のAdministratorsグループのメンバーである必要があります。

l 仮想マシンのファイルシステムへのアクセスが有効である。説明について

は、“データへのアクセスの有効化”ページ105を参照してください。

Linux仮想マシン

l SSHを介した仮想マシンへのアクセスが有効である。

l 仮想マシンのファイルシステムへのアクセスが有効である。説明について

は、“データへのアクセスの有効化”ページ105を参照してください。

Nutanix ESXiクラ

スター

VMware ToolsとNGTがクライアント仮想マシンにインストールされている。

VMware Toolsのインストールの詳細については、VMwareの資料を参照してく

ださい。NGTのインストールの詳細については、Nutanixの資料を参照してくだ

さい。

アプリケーション固有の前提条件

SQL Server

l アクセスは、SQL ServerフェールオーバークラスターおよびSQL Server

Always On可用性グループインスタンスがあるすべての仮想マシン上で有

効である必要がある。

l SQL ServerAlways On可用性グループの場合：可用性グループは、自動

シードを使用して作成される。

Oracle
l OSユーザーには、sudo特権があり、NOPASSWDオプションが設定されて

いる必要がある。

考慮事項

Oracleアプリケーションの場合：オペレーティングシステムがOracleデータベースユーザーの認証に使用

される場合、OracleデータベースはOSユーザー資格情報でアクセスできます。これによりアプリケーショ
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ンデータへのアクセスを提供する手順はスキップできます。そのような認証モードを有効にするには、

Oracleデータベース管理者にお問い合わせください。

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

手順

1. 「アプリケーション」パネルで、保護するアプリケーションを選択します。

2. 「 構成」をクリックします。「構成」ダイアログボックスが開きます。

3. 使用する資格情報に応じて、次のいずれかを実行します。

l 仮想マシンの資格情報を使用する場合は、「保存」をクリックします。

l アプリケーション固有の資格情報を使用する場合は、次の手順を実行します。

a. 「アプリケーションへのアクセス権を持つVM資格情報を使用します」スイッチを無効にしま

す。

b. 必要な権限を持つユーザーアカウントの資格情報を入力して、アプリケーションにアクセ

スします。次の要件が満たされていることを確認します。

o Windows仮想マシン上で実行するアプリケーションの場合：指定するアカウントは、

仮想マシンのローカルAdministratorsグループのメンバーでなければなりません。

o SQL Serverの場合：指定するアカウントには、SQL Serverアプリケーションインスタン

スに対するsysadminロールが必要です。SQL Server認証を使用して接続される

SQL Serverアカウントはサポートされていません。

o Exchange Serverの場合：指定するアカウントは、表示専用組織管理ロールグ

ループのメンバーでなければならず、DatabasesとDisaster Recoveryロールが割り

当てられていなければなりません。

c. 「保存」をクリックします。

アプリケーション検出の新しいプロセスが、変更された資格情報で、それらの資格情報が割り当てら

れているすべての仮想マシンに対して開始されます。これが完了すると、アプリケーションのステータス

はになり、“アプリケーションのバックアップ”ページ155の説明に従ってアプリケーションデータの保護を

続行できます。

後で「割り当て解除」をクリックして、仮想マシンから資格情報の割り当てを解除できます。または「
削除」をクリックして、必要なくなった仮想マシンの資格情報を削除します。

i重要仮想マシンから資格情報を割り当て解除または削除できるのは、その上で実行する検

出されたアプリケーションに、割り当てられたポリシーや使用可能な復元ポイントがない場合のみ

です。したがって、資格情報を割り当て解除または削除する前に、必ずポリシーを割り当て解除

するか、または復元ポイント層を期限切れにします。
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アプリケーション保護の計画
アプリケーションのバックアップを実行する前に、前提条件、制限、考慮事項、推奨事項、およびアプ

リケーション固有のオプションについて十分に理解し、環境がアプリケーションデータ保護の準備ができ

ているかどうかを判断します。

前提条件

l vSphere環境の場合：最新バージョンのVMware Toolsが、保護するアプリケーションが実行され

ている仮想マシンにインストールされている。

l NGTがインストールされているLinux仮想マシンの場合：スクリプト/usr/local/sbin/pre_

freezeおよび/usr/local/sbin/post_thawは、システムで利用可能で、rootが所有し、

0700に設定された許可を持つ。

l HYCU Protégéの場合：“HYCU Protégéの詳細 ”ページ103にリストされている仮想マシンとアプリ

ケーションをクラウドに移行するためのすべての前提条件が満たされていることを確認する。

l 物理マシンの場合：

o Windowsの場合：

n VSSサービスが有効で実行中であり、VSSライターのステータスが安定している。

n WinRMが有効であり、winrm quickconfigコマンドを使用して構成されている。

o Linuxの場合：SSHを介した物理マシンへのアクセスが有効である。

アプリケーション固有の前提条件

アプリケーションタ

イプ
前提条件

SQL Server

l データベースがNutanix環境内のローカルディスク上に存在している。

l SQL Serverアプリケーションのある仮想マシン上にNGTがインストールされ

ている場合のみ。アプリケーション整合性スナップショットの撮影が無効で

ある。詳細については、Nutanixの資料を参照してください。

l SQL Serverデータベースをポイントインタイムで復元する場合：データベー

スがオンラインであり、バックアップ中に完全復旧モデルまたは一括ログ復

旧モデルに設定されている。

l Always On可用性グループの一部であるデータベースを復元する場

合：Always On可用性グループ内のすべてのノードがHYCUによって保護

されている、またはAlways On可用性グループの同期されたデータベースを

持つノードのみ(保護されている場合はオンラインである必要があります)。

後者の場合、ノードがオフラインになるか、データベースが同期しなくなる

と、データ損失のリスクが高まります。

l SQL Server一時ファイルのバックアップストレージとして別のディスクボリュー

ムを使用する場合：十分なサイズの専用ディスクが割り当てられていること

を確認します。ボリュームは、SQL Serverデータベースの2つのバックアップ
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アプリケーションタ

イプ
前提条件

の間に生成される一時ファイルを保存できる必要があります。

l SQL Serverフェールオーバークラスターの場合：

o SQL Serverフェールオーバークラスターがあるすべての仮想マシンが

HYCUによって検出される。

o ポリシーが、アプリケーションインスタンスが実行されているすべての仮

想マシンに割り当てられている。

Active Directory

l NGTがクライアント仮想マシン上にインストールされて有効になっている。こ

の実行方法の詳細については、Nutanixの資料を参照してください。

l クライアント仮想マシンにアタッチされているボリュームグループがない。

Exchange Server

l NGTがクライアント仮想マシン上にインストールされて有効になっている。こ

の実行方法の詳細については、Nutanixの資料を参照してください。

l クライアント仮想マシンにアタッチされているボリュームグループがない。

l すべてのデータベースがマウントされている。

l Active Directoryアプリケーションが保護されている。

Exchange Serverはすべての構成情報をActive Directoryに保存するた

め、必要な場合に構成に関する情報を取得できるように、Active

Directoryアプリケーションも必ずバックアップします。たとえば、データベース

全体を誤って削除してしまい、復元したい場合は、最初にActive

Directoryアプリケーションを復元する必要があります。それからExchange

Serverの復元を実行すれば、そのデータベースを復元できます。ただし、

データベースのコンテンツのみが削除された場合は、Exchange Serverアプ

リケーションのみを復元する必要があります。

Oracle

l SSHサービスがOracleサーバーで有効になっており、着信接続用のポート

22でリッスンしている。

l OracleデータベースユーザーにはSYSDBA権限がある。

l データベースはARCHIVELOGモードで実行している。

l 表領域がオンラインである。

l 2つのデータベースバックアップ間で作成された一時ファイル用に追加ディス

ク領域が必ず用意されている。最適な復元パフォーマンスのために、一時

ファイルとデータベースファイルそれぞれに個別のディスクが指定されている。

SAP HANA

l SAP HANAセーブポイントが有効になっている。

l 複数のボリュームグループの場合：すべてのデータボリュームとログボリューム

が、同じボリュームグループに属している。

l 分散 (マルチホスト )環境の場合：
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アプリケーションタ

イプ
前提条件

o SAP HANAが存在するすべての仮想マシンがHYCUによって検出され

る。

o ポリシーが、アプリケーションインスタンスが実行されているすべての仮

想マシンに割り当てられている。

制限事項

l 仮想マシンで実行されている複数のアプリケーションタイプのバックアップはサポートされていませ

ん。

l 仮想マシンで実行されている同じアプリケーションタイプの複数のインスタンスのバックアップは、

SQL ServerとOracleでのみサポートされます。

l ROBO環境の仮想マシンで実行されているアプリケーションのバックアップはサポートされていませ

ん。

l Nutanix ESXiクラスターの場合：「Backup from replica」ポリシーオプションを有効にした場合、別

のコンテナにディスクがある仮想マシンのバックアップはサポートされません。

アプリケーション固有の制限事項

アプリケーションタ

イプ
制限事項

SQL Server

l tempdbSQL Serverシステムデータベースはすべてのバックアップから除外さ

れます。

l master、model、およびmsdbSQL Serverシステムデータベースのフルバッ

クアップのみサポートされます。SQL Serverシステムデータベースは、インス

タンス全体としてのみ復元できます。

l master、model、msdb、またはtempdbSQL Serverシステムデータベース

のポイントインタイム復元はできません。

l すでに使用中の場合、シングルユーザーモードに設定されているデータ

ベースはバックアップできません。

l Always On基本可用性グループの場合：セカンダリレプリカでのバックアップ

はできません。

Active Directory

l ボリュームグループで実行されているアプリケーション、またはアタッチされた

ボリュームグループがある仮想マシンで実行されているアプリケーションの

バックアップは、サポートされていません。

l Nutanixクラスターの場合：IDEディスクがある仮想マシンで実行されている

アプリケーションを保護することはできません。

l Azure Government環境の場合：Active Directoryアプリケーションの保護

はサポートされていません。



5アプリケーションの保護

152

アプリケーションタ

イプ
制限事項

Exchange Server

l ボリュームグループで実行されているアプリケーション、またはアタッチされた

ボリュームグループがある仮想マシンで実行されているアプリケーションの

バックアップは、サポートされていません。

l Nutanixクラスターの場合：IDEディスクがある仮想マシンで実行されている

アプリケーションを保護することはできません。

l Azure Government環境の場合：Exchange Serverアプリケーションの保

護はサポートされていません。

Oracle

l Oracle Real Application Clusters( RAC)データベースのバックアップはサ

ポートされません。したがって、そのようなデータベースにポリシーを割り当て

ることはできません。

考慮事項

l Nutanix ESXiクラスターの場合：完全バックアップスナップショットがNutanixクラスターにない場合

(たとえば、HYCU保護ドメインがPrismから削除されるため)、次のバックアップは完全バックアップ

になります。

l NearSyncで構成されている保護ドメインの場合：保護ドメインのスナップショットは1〜15分間隔

で作成されますが、HYCUはスナップショットからのバックアップと復元に、1時間ごとに作成された

スナップショットのみを使用します。これは以下の環境に適用されます。

o Nutanix ESXiクラスター

o 「Backup from replica」オプションを使用した場合のNutanixクラスター

l SQL Serverの場合：

o SQL Serverを新しいバージョンにアップグレードした場合のみ。HYCUはアップグレードされた

アプリケーションを新しいアプリケーションとして認識し、同時に古いアプリケーションのステータ

スをPROTECTED_DELETEDに変更します。したがって、アップグレードされたアプリケーショ

ンのデータ保護を確保するには、以下を実行します。

1. アップグレードされたアプリケーションに資格情報を割り当てて、HYCUがアプリケーション

にアクセスできるようにします。詳細については、“アプリケーションデータへのアクセスの有

効化 ”ページ146を参照してください。

2. アップグレードしたアプリケーションにポリシーを割り当てて保護します。詳細については、

“アプリケーションのバックアップ”ページ155を参照してください。

o データベースのステータスがRECOVERINGの場合、AUTO CLOSEオプションをTRUEに設定して

SQL Serverデータベースのトランザクションログをバックアップすると、失敗することがあります。

l vSphere環境の場合：HotAddを使用している場合は、以下に注意してください。

o スナップショットから復元する場合、すべての前提条件が満たされていれば、HotAddの使用

がサポートされます。HotAddの前提条件の詳細については、VMwareの資料を参照してくだ

さい。
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o HotAddの使用は、HYCUによって自動的に作成されたスナップショットに対してのみサポート

されており、「スナップショットの再作成」オプションを使用して作成されたスナップショットに対し

てはサポートされていません。

推奨事項

SQL ServerおよびOracleの場合：バックアップ中に生成された一時ファイルを保存するのに十分なサ

イズの専用ディスクを使用することをお勧めします。そうしない場合、このデータは最大のディスクまた

はオペレーティングシステムのディスクボリュームに保存され、復元パフォーマンスに影響する可能性が

あります。

アプリケーション固有のオプション

HYCUを使用すると、アプリケーションのバックアップを開始する前に、いくつかのアプリケーション固有の

オプションを設定できます。そうすることにより、それらのオプションで指定された処理が、アプリケーショ

ンバックアップの一部として自動的に実行されるようにします。

「構成」ダイアログボックスへのアクセス

「構成」ダイアログボックスにアクセスするには、次の手順に従います。

1. ナビゲーションペインで、「 アプリケーション」をクリックします。

2. 検出されたアプリケーションのリストから、アプリケーション固有のオプションを指定するものを選

択し、「 構成」をクリックします。

次のアプリケーション固有のオプションを選択できます。

SQL Server

l SQLトランザクションログのバックアップと切り捨て(既定では有効 )

HYCUアプリケーションバックアップの一部として、SQL Serverトランザクショ

ンログをバックアップし、SQL Serverデータベースで自動的に切り捨てる場

合は、このスイッチを使用します。この場合、HYCUを使用して

SQL Serverデータベースを回復することができます。

無効の場合、HYCUはSQL Serverトランザクションログのバックアップと切り

捨ては実行しません。この場合、SQL Serverデータベースを復旧するに

は、データの復元後にトランザクションログを手動で適用する必要がありま

す。

l Enter path for temporary translog and metadata files (オプション)

指定すると、SQL Server一時ファイル( トランザクションログとメタデータファ

イル)のバックアップコピーがこの場所に保存されます。そうでない場合、こ

れらのバックアップコピーは、空き容量が最も大きいディスクのルート上

の.hycuフォルダに保存されます。

n注復元のパフォーマンスを向上させるには、一時ファイルのバック

アップコピーの保存用に専用ディスクを使用することをお勧めします。

l 最適化されたSQL Server HADR保護

Always On可用性グループの一部であるSQL Serverデータベースをホスト

しているWindows仮想マシンで使用可能。バックアップ優先度が最高の
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セカンダリレプリカでのみバックアップを実行する場合に、このオプションを有

効にします。プライマリレプリカのみ使用可能な場合は、バックアップはプラ

イマリレプリカで実行されます。

i重要最適化されたSQL Server HADR保護オプションを有効にする

可能性がある場合は、以下を考慮してください。

o プライマリレプリカは、セカンダリレプリカやSQL Serverインスタンスの

ローカルデータベースとディスクを共有すべきではない。

o バックアップ優先度が最高のセカンダリレプリカは、バックアップ優先

度が低いセカンダリレプリカやSQL Serverインスタンスのローカル

データベースとディスクを共有すべきではない。

Exchange Server

l Exchange Server復元要求の優先順位

Exchange Serverでメールボックス復元の復元要求が処理される優先順

位を指定します。Lowest、Lower、Low、Normal(既定 )、High、

Higher、Highest、Emergencyを指定できます。

l 最適化されたExchange Server DAG保護

データベース可用性グループ( DAG)の一部であるExchange Serverデー

タベースをホストしているWindows物理マシンで使用可能。アクティブ化の

優先順位が最高のパッシブデータベースコピー(システムディスクを含む)を

ホストしているディスクのみバックアップする場合に、このオプションを有効に

します。パッシブデータベースコピーが使用可能でない場合、アクティブデー

タベースコピーがバックアップされます。

i重要個別のデータベースが個別のディスクに格納されている場合の

み、最適化されたExchange Server DAG保護が有効になります。

Oracle

l Oracleアーカイブログのバックアップと切り捨て(既定では有効 )

HYCUアプリケーションバックアップの一部として、Oracleアーカイブログを

バックアップし、Oracleデータベースで自動的に切り捨てる場合は、このス

イッチを使用します。この場合、HYCUを使用してOracleデータベースを回

復することができます。

無効の場合、HYCUはOracleアーカイブログのバックアップと切り捨ては実

行しません。この場合、Oracleデータベースを復旧するには、データの復元

後にトランザクションログを手動で適用する必要があります。

l 一時的なOracleファイルへのパスを入力(オプション)

指定した場合、Oracle一時ファイルのバックアップコピーはこの場所に保存

されます。

n注復元のパフォーマンスを向上させるには、一時ファイルのバック

アップコピーの保存用に専用ディスクを使用することをお勧めします。
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アプリケーションのバックアップ
アプリケーション対応バックアップにより、検出されたアプリケーションの整合性バックアップが可能になり

ます。

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

制限事項

vSphere環境の場合：「アーカイブ」オプションを有効にし、ポリシーでバックアップターゲットタイプとして

「スナップショット」を選択した場合、そのようなポリシーをアプリケーションに割り当てることはできませ

ん。

考慮事項

仮想マシンの同期中に、仮想マシンがソース環境で見つからない場合、この仮想マシンおよびそこで

実行されている検出済みアプリケーションのステータスはPENDING_REMOVALに設定されます。ポリ

シーは仮想マシンとアプリケーションに割り当てられたままですが、データ保護アクションは実行できませ

ん( HYCUでグレー表示されます)。2回の仮想マシンの自動同期処理の時間間隔中に、この仮想

マシンがソース環境内に見つかるかどうかによって、次のことが起きます。

l 仮想マシンがソース環境内に見つかる：そのステータスと、その上で実行されているアプリケーショ

ンのステータスはPROTECTEDに変更されます。

l 仮想マシンがソース環境内に見つからない：仮想マシンに少なくとも1つの有効な復元ポイントが

残っている場合、その仮想マシンのステータスと、その上で実行されているアプリケーションのステー

タスはPROTECTED_DELETEDに変更されます。つまり、ソースから削除された仮想マシンはま

だ保護されているとみなされ、HYCUからは削除されません。

手順

1. 「アプリケーション」パネルで、バックアップするアプリケーションを選択します。

tヒント表示されているすべてのアプリケーションのリストを絞り込むには、“データのフィルタリン

グ”ページ224で説明されているフィルタリングオプションを使用できます。

2. 「ポリシー」をクリックします。「ポリシー」ダイアログボックスが表示されます。

3. 選択可能なポリシーのリストから、優先するポリシーを選択します。

4. 「割り当て」をクリックして、選択したアプリケーションにポリシーを割り当てます。

n注選択したアプリケーションにポリシーを割り当てると、それらが実行されている仮想マシン

にも同じポリシーが割り当てられます。これらの仮想マシンにすでにポリシーが割り当てられて

いる場合、アプリケーションに割り当てられたポリシーは仮想マシンに割り当てられたポリシーよ

りも優先され、仮想マシンに自動的に割り当てられます。

バックアップは、ポリシーに定義した値に従ってスケジュールされます。必要であれば、アプリケーション

の手動バックアップもいつでも実行できます。詳細については、“手動バックアップの実行 ”ページ238を

参照してください。
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アプリケーション全体の復元
HYCUを使用すると、アプリケーションが実行されている仮想マシンおよびアタッチされたボリュームグ

ループを復元することにより、アプリケーション全体を元の場所または新しい場所に復元できます。

n注Active Directoryの場合：HYCUはAuthoritative Restoreは実行しません。

前提条件

l Nutanix ESXiクラスターおよびvSphere環境の場合：割り当てられている必要な復元特権があ

る。詳細については、“vSphereユーザーへの特権の割り当て”ページ329を参照してください。

l インポートされたターゲットにバックアップが保存される、ステータスがPROTECTED_DELETEDのアプ

リケーションの場合：これらのアプリケーションを検出する。詳細については、“アプリケーションデータ

へのアクセスの有効化 ”ページ146を参照してください。

l 物理マシンの場合：少なくとも1つのNutanixクラスター、vCenterサーバー、またはAzure

GovernmentサブスクリプションがHYCUに追加され、復元データの保存のためのストレージコンテ

ナが提供されている必要があります。NutanixクラスターをHYCUに追加する方法の詳細について

は、“Nutanixクラスターの追加 ”ページ40を参照してください。vCenterサーバーをHYCUに追加す

る方法の詳細については、“vCenterサーバーの追加”ページ42を参照してください。Azure

GovernmentサブスクリプションをHYCUに追加する方法の詳細については、“Azure Government

サブスクリプションの追加”ページ45を参照してください。

制限事項

テープからのデータの復元はサポートしていません。

考慮事項

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、データを復元するためにこの層を使用することはできま

せん。

l ポリシーに指定された保持期間が経過してしまっている(復元ポイントがHYCUWebユーザーイ

ンターフェースでグレー表示になっている)アプリケーションの復元は実行できません。ただし、必要

な場合、これはHYCU config.propertiesファイル内の

restore.enabled.if.retention.is.up構成設定をtrueに設定することで上書きできま

す。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

l SQL Serverの場合：「SQLトランザクションログのバックアップと切り捨て」オプションを無効にした

場合、SQL Serverデータベースを復旧するためにデータを復元した後、トランザクションログを手

動で適用する必要があります。

l Oracleの場合：「Oracleアーカイブログのバックアップと切り捨て」オプションを無効にした場合、

Oracleデータベースを復旧するためにデータを復元した後、アーカイブログを手動で適用する必

要があります。
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l SQL ServerフェールオーバークラスターおよびSAP HANAマルチホスト環境の場合：アタッチされた

ボリュームグループの最新のバックアップがある仮想マシンを必ず選択します。適切な仮想マシン

を識別するには、「ジョブ」パネルを使用できます。詳細については、“HYCUジョブの管理 ”ページ

210を参照してください。

復元オプション

次の復元オプションから選択できます。

復元オプション 説明

VMの復元

アプリケーションが実行されている仮想マシンを復元することにより、アプリケー

ションを復元できます。アプリケーションが実行されている元の仮想マシンを、復

元した仮想マシンで置き換える場合は、このオプションを選択します。説明につ

いては、“仮想マシンの復元 ”下を参照してください。

i重要このオプションを使用して、物理マシンで実行されている

SQL ServerまたはExchange Serverアプリケーションを復元することはでき

ません。

VMのクローン

仮想マシンのクローンを作成することで、仮想マシンを復元できます。アプリケー

ションが実行されている元の仮想マシンを保持する場合は、このオプションを選

択します。説明については、“仮想マシンの複製”ページ163を参照してくださ

い。

仮想マシンの復元

HYCUを使用すると、アプリケーションが実行されている仮想マシンを、元の場所または新しい場所に

復元することにより、アプリケーションを復元できます。この場合、元の仮想マシンは上書きされます。

C注意アプリケーションを元の場所に復元すると、復元されたデータが元の場所のデータを上

書きします。データの損失を避けるには、保護されていない可能性のあるデータ(最後に成功し

たバックアップから復元の間までに生成されたデータ)を必ずバックアップします。手動バックアップを

開始するには、“手動バックアップの実行 ”ページ238を参照してください。

仮想マシンの異なる環境への復元方法の詳細については、以下のセクションを参照してください。

l “NutanixクラスターまたはvSphere環境への仮想マシンの復元”下

l “Azure Government環境への仮想マシンの復元 ”ページ160

NutanixクラスターまたはvSphere環境への仮想マシンの復元

制限事項

「VMの復元」オプションを使用して、物理マシン上で実行されているSQL Server、Exchange Server

およびOracleアプリケーションを復元することはサポートされていません。
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考慮事項

l 復元するボリュームグループが仮想マシンにアタッチされている場合のみ。バックアップ時にアタッチ

されたのであれば、ボリュームグループを仮想マシンとともに復元することを選択できます。この場

合、元のボリュームグループは削除され、復元されたボリュームグループは、バックアップ時にアタッ

チされた他のすべての仮想マシンと同じように、復元された仮想マシンに自動的にアタッチされま

す。

l 復元された仮想マシンは元のMACアドレスを保持します。

l vSphere仮想マシンを復元することを予定している場合のみ。データの予定している復元方法に

応じて、以下について考慮してください。

o ターゲットから：元の仮想マシンとそのすべてのスナップショットは、復元プロセスの一部として

削除されます。

o スナップショットから：仮想マシン全体が選択したスナップショットに戻され、除外または含まれ

るディスク構成は無視されます。

l vSphere仮想マシンのデータを元のストレージコンテナに復元することを予定している場合のみ。

ストレージコンテナが複数のホストにマウントされており、復元時に元のホストが電源オフまたはメ

ンテナンスモードになっている場合、データは異なるホストの同じストレージコンテナに復元されま

す。

l Nutanix ESXiクラスターで実行している仮想マシンを復元することを予定している場合のみ。ポリ

シーでバックアップターゲットタイプとして「スナップショット」が選択されている場合、NVRAMファイル

は復元されません。

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

手順

1. 「アプリケーション」パネルで、復元するアプリケーションをクリックして、「詳細ビュー」を開きます。

n注「詳細ビュー」は、アプリケーションをクリックした場合にのみ表示されます。アプリケーショ

ンの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択し、「復元」をクリック

します。

i重要選択した復元ポイントのバックアップステータスが、バックアップがクラッシュ整合性であ

ることを示す場合、アプリケーションの復元にこの復元ポイントは使用できません。

3. 「サーバー全体を復元」を選択して、「次へ」をクリックします。

4. 「VMの復元」を選択し、「次へ」をクリックします。

5. 「全般」セクションで、次の手順を実行します。

a. 「ストレージコンテナ」ドロップダウンメニューから、仮想マシンを復元する場所を選択します。

(既定では、元のストレージコンテナが選択されます。)
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n注仮想マシンを別のストレージコンテナに復元することを決定した場合、スナップショッ

トからではなくターゲットから復元が実行されるため、Fast restoreは実行できません。

b. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使

用」スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以

下を実行します。

l 「vCPU(s)」フィールドに、復元した仮想マシンの仮想CPU数を入力します。仮想CPU

の最大数は1024です。

l 「vCPUあたりのコア数」フィールドに、復元した仮想マシンの仮想CPUあたりのコア数を

入力します。仮想CPUあたりの最大コア数は64です。

n注復元した仮想マシンのコア数の合計は、仮想CPU数に仮想CPUあたりのコア

数を掛けた数となります。

l 「メモリ」フィールドで、復元した仮想マシンのメモリ量( GiBまたはMiB単位)を設定しま

す。指定する値は整数でなければならず、4096 GiBを超えることはできません。

c. 復元した仮想マシンを復元後にオンにする場合は、「仮想マシンの電源をオンにします」ス

イッチを使用します。元の仮想マシンは自動的に削除されます。

i重要vSphere仮想マシンをvSphere環境に復元し、「仮想マシンの電源をオンにしま

す」スイッチを無効にしている場合のみ。仮想マシンをオンにしようとしたときに、仮想マシ

ンが移動したものかコピーしたものか答えるよう求められた場合は、必ず「移動しました」

と答えてください。

d. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1

つ以上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

e. 仮想ディスクが(手動または自動で)バックアップから除外されている場合のみ：サイズと構成

が同じ空のディスクを除外したディスクとして作成し、復元した仮想マシンにアタッチしたい場

合は、「除外ディスクを空ディスクとして作成」スイッチを使用します。

f. 仮想マシンにアタッチされているボリュームグループの場合：仮想マシンにアタッチされているボ

リュームグループも復元する場合は、「ボリュームグループの復元」スイッチを使用します。

6. 「ネットワーク」セクションで、バックアップ時に仮想マシンに追加されたネットワークアダプタのリスト

を確認します(仮想マシンが接続されていたネットワークを含む)。元のネットワークのいずれかが

利用できなくなった場合は、「該当なし」が表示されます。

元のネットワークが使用可能かどうかに応じて、以下のように続行します。

l 元のネットワークが利用可能な場合は、既定値を変更せずに元のネットワーク設定で仮想

マシンを復元するか、またはネットワーク設定を変更することができます。

l 元のネットワークが利用できない場合は、ネットワーク設定を変更する必要があります。
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ネットワーク設定の変更

元のネットワーク... 説明

使用可能

次の手順を実行できます。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、優先

するネットワークを選択します。

l 仮想アダプタを選択し、「編集」をクリックして優先するネット

ワークを選択することで、既存のネットワークアダプタを編集して、

仮想マシンを別のネットワークに接続します。

l 必要なくなったネットワークアダプタの資格情報を選択し、「削
除」をクリックして削除します。

使用不可

次の手順を実行できます。

l ネットワークアダプタを選択し、「編集」をクリックして優先する

ネットワークを選択することで、影響を受けるネットワークアダプタ

を編集して、仮想マシンを新しいネットワークに接続します。

l 影響を受けるネットワークアダプタを選択して削除し、「削除」

をクリックします。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、優先

するネットワークを選択します。

n注仮想マシンはネットワークアダプタなしで復元できます。後で必ず仮想マシンのネット

ワーク設定を構成してください。

7. 「復元」をクリックします。

n注Nutanix ESXiクラスターの場合：仮想マシンの復元に必要な最小RAMは256 MiBであるの

で、それよりRAMが少ない仮想マシンは復元中に自動的に256 MiBに設定されます。

復元中には、元のアプリケーションインスタンスはオフラインであり、アクセスできません。

Azure Government環境への仮想マシンの復元

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

手順

1. 「アプリケーション」パネルで、復元するアプリケーションをクリックして、「詳細ビュー」を開きます。

n注「詳細ビュー」は、アプリケーションをクリックした場合にのみ表示されます。アプリケーショ

ンの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択し、「復元」をクリック

します。
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i重要選択した復元ポイントのバックアップステータスが、バックアップがクラッシュ整合性であ

ることを示す場合、アプリケーションの復元にこの復元ポイントは使用できません。

3. 「サーバー全体を復元」を選択して、「次へ」をクリックします。

4. 「VMの復元」を選択し、「次へ」をクリックします。

5. 「ロケーション」ドロップダウンメニューから、復元する仮想マシンの地理的リージョンを選択します。

6. 「アベイラビリティゾーン」ドロップダウンメニューから、復元する仮想マシンのゾーンを選択します。

n注選択した地理的リージョンと仮想マシンのサイズによって、データを復元できるゾーンが

決まります。どのゾーンにもデータを復元しない場合は、「なし」を選択します。

7. 「次へ」をクリックします。

8. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l 自動：最新の状態に最速で復元できます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

9. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使用」

スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以下を

実行します。

l 「vCPU(s)」フィールドに、復元した仮想マシンの仮想CPU数を入力します。仮想CPUの最

大数は1024です。

l 「メモリ」フィールドで、復元した仮想マシンのメモリ量( GiBまたはMiB単位)を設定します。指

定する値は整数でなければならず、4096 GiBを超えることはできません。

l 「仮想マシンタイプ」ドロップダウンメニューから、仮想マシンタイプを選択します。

n注仮想マシンタイプのリストは、指定した仮想CPUの数とメモリの量に基づいていま

す。どの仮想マシンタイプも指定した値と一致しない場合、リストは空になり、指定した

値を調整する必要があります。

10. 「ネットワークインターフェース」で、復元された仮想マシンに追加されるネットワークインターフェース

を表示できます。既定では、これは元の仮想マシンが属するサブスクリプションの最初のネットワー

クインターフェースです。必要であれば、ネットワーク設定も変更できます。

ネットワーク設定の変更

ネットワーク設定を変更する場合は、ネットワークインターフェースの追加、既存のネットワークイ

ンターフェースの編集、またはネットワークインターフェースの削除を行うことができます。

n注ネットワークインターフェースを追加する場合、同じネットワークにアタッチされている

ネットワークインターフェースしか追加できないことに注意してください。追加できるネットワー

クインターフェースの最大数は、選択した仮想マシンのタイプによって異なります。
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ネットワーク設定の変更方法に応じて、次のいずれかを実行します。

l 「ネットワークインターフェースの追加」をクリックしてネットワークインターフェースを追加する

か、編集するネットワークインターフェースの横にある「編集」をクリックして、次の手順に従

います。

a. ネットワークインターフェースを追加する場合のみ。「ネットワーク」ドロップダウンメニュー

から、ネットワークインターフェースのネットワークを選択します。

n注使用可能なネットワークのリストには、復元された仮想マシン用に選択した

リージョン内のネットワークのみが含まれます。

b. ネットワークインターフェースを割り当てるサブネットを選択します。

c. 「パブリックIPアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアド

レスを選択します。次のオプションから選択できます。

オプション 説明

なし
パブリックIPアドレスは、復元された仮想マシン上のネットワークイン

ターフェースに割り当てられません。

動的
動的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
静的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

既存

Azure Governmentで作成した優先するパブリックIPアドレスのリ

ソースが、復元した仮想マシンのネットワークインターフェースに割り

当てられます。

d. 「プライベート IPアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート

IPアドレスを選択します。次のオプションから選択できます。

オプション 説明

動的
動的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
指定する静的 IPアドレスが、復元された仮想マシン上のネットワー

クインターフェースに割り当てられます。

e. 「追加」または「保存」をクリックします。

l 削除するネットワークインターフェースの横にある「削除」をクリックします。ネットワークイン

ターフェースがないと仮想マシンを復元できないことに注意してください。

11. 「復元」をクリックします。
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仮想マシンの複製

元の仮想マシンのクローンは、仮想マシンを元の場所または新しい場所に復元することにより作成で

きます。この場合、元の仮想マシンは上書きされません。

仮想マシンの異なる環境への複製方法の詳細については、以下のセクションを参照してください。

l “NutanixクラスターまたはvSphere環境への仮想マシンの複製”下

l “Azure Government環境への仮想マシンの複製 ”ページ167

NutanixクラスターまたはvSphere環境への仮想マシンの複製

前提条件

l 新しい場所にクローンを予定している仮想マシンの場合：仮想マシンのクローンを予定している

vSphere環境のNutanixクラスターまたはvCenterサーバーが、HYCUに追加されている。この実

行方法の詳細については、“Nutanixクラスターの追加”ページ40または“vCenterサーバーの追

加”ページ42を参照してください。

l Linux物理マシンの場合：物理マシンの/etc/fstabシステム構成ファイルでは、ファイルシステム

のデバイス識別に、デバイス名の代わりにUUID( UUID=8ff089c0-8e71-4320-a8e9-

dbab8f18a7e5など)を使用する必要があります。

考慮事項

l 元の場所 (元の仮想マシンが実行されていたソース)に復元する場合にのみ、スナップショットから

復元が実行されます。スナップショットを別の場所に復元する場合、復元のために選択した層に

応じて、以下のようになります。

o スナップショットを選択した場合、復元は失敗します。

o 「自動」を選択した場合、利用可能なターゲットがあれば、ターゲットから復元が実行されま

す。そうでない場合は、失敗します。

l 複製するボリュームグループが仮想マシンにアタッチされている場合のみ。バックアップ時にアタッチ

されたのであれば、ボリュームグループを仮想マシンとともに復元することを選択できます。この場

合、元のボリュームグループは復元されたボリュームグループとともに維持されます。ボリュームグ

ループが他の仮想マシンにもアタッチされている場合、(仮想マシンへのアタッチ方法に応じて)以

下が適用されます。

o 直接：ボリュームグループは、クローンされた仮想マシンのみに自動的にアタッチされます。

o iSCSIを使用：ボリュームグループは、バックアップ時にアタッチされたすべての仮想マシンに自

動的にアタッチされます。

l Nutanix AHVクラスターで実行されている仮想マシンをNutanix ESXiクラスターに復元する場合：
仮想マシンのディスクがPCIバスにアタッチされている場合、復元後にバスタイプが自動的にSCSI

に変更されます。この構成変更のため、復元は警告で終了します。

l Nutanix ESXiクラスターで実行されているLinux仮想マシンの場合：vSphere (Web) Clientを介し

て作成された仮想マシンを復元した後、仮想マシンが起動しない場合は、“vSphere環境から仮

想マシンのNutanix ESXiクラスターへの復元”ページ390で説明されている手順に従ってください。
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l 仮想マシンを復元した後、次の復元を実行すると、仮想ディスクの順序が元の仮想マシンの順

序と異なるものとなる場合があります。

o Nutanix AHVクラスターからNutanix ESXiクラスターまたはvSphere環境への

o Nutanix ESXiから別のNutanix ESXiクラスターへの

o vSphere環境からNutanix ESXiクラスターへの

この場合は、正しいブートディスクの選択を含め、必要な調整を行います。

l vSphere仮想マシンのデータを元のストレージコンテナに復元することを予定している場合のみ。

ストレージコンテナが複数のホストにマウントされており、復元時に元のホストが電源オフまたはメ

ンテナンスモードになっている場合、データは異なるホストの同じストレージコンテナに復元されま

す。

l 仮想マシンに所有権が設定されている場合のみ。同じ所有者は、復元された仮想マシンに自

動的に割り当てられます。

l Nutanix ESXiクラスターで実行している仮想マシンを復元することを予定している場合のみ。ポリ

シーでバックアップターゲットタイプとして「スナップショット」が選択されている場合、NVRAMファイル

は復元されません。

推奨事項

Linux仮想マシンの場合：MACアドレスを基にした永続的なネットワークデバイス名の使用は無効に

することをお勧めします。そうしないと、ネットワークの手動での構成が必要になります。永続的なネッ

トワークデバイス名の使用を無効にする方法については、お使いのLinux配信ドキュメントを参照して

ください。

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

手順

1. 「アプリケーション」パネルで、復元するアプリケーションをクリックして、「詳細ビュー」を開きます。

n注「詳細ビュー」は、アプリケーションをクリックした場合にのみ表示されます。アプリケーショ

ンの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択し、「復元」をクリック

します。

i重要選択した復元ポイントのバックアップステータスが、バックアップがクラッシュ整合性であ

ることを示す場合、アプリケーションの復元にこの復元ポイントは使用できません。

3. 「サーバー全体を復元」を選択して、「次へ」をクリックします。

4. 「VMのクローン」を選択し、「次へ」をクリックします。

5. 「全般」セクションで、次の手順を実行します。
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a. 「ストレージコンテナ」ドロップダウンメニューから、仮想マシンを復元する場所を選択します。

n注既定では、元のストレージコンテナが選択されます。仮想マシンを別のストレージコ

ンテナに復元する場合、次の点にご注意ください。

l スナップショットからではなくターゲットから復元が実行されるため、Fast restoreは実

行できません。

l 選択したストレージコンテナが別のハイパーバイザーにある場合、追加の前提条件

が適用されます。詳細については、“異なるハイパーバイザーを持つ環境への復元”

ページ387を参照してください。

b. 「新しいVM名」フィールドで、仮想マシンの新しい名前を指定します。

c. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使

用」スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以

下を実行します。

l 「vCPU(s)」フィールドに、復元した仮想マシンの仮想CPU数を入力します。仮想CPU

の最大数は1024です。

l 「vCPUあたりのコア数」フィールドに、復元した仮想マシンの仮想CPUあたりのコア数を

入力します。仮想CPUあたりの最大コア数は64です。

n注復元した仮想マシンのコア数の合計は、仮想CPU数に仮想CPUあたりのコア

数を掛けた数となります。

l 「メモリ」フィールドで、復元した仮想マシンのメモリ量( GiBまたはMiB単位)を設定しま

す。指定する値は整数でなければならず、4096 GiBを超えることはできません。

d. 復元した仮想マシンを復元後にオンにする場合は、「仮想マシンの電源をオンにします」ス

イッチを使用します。

i重要以下にご注意ください。

l このオプションは、iSCSIを使用してアタッチされたボリュームグループがある仮想マシ

ンには無効です。復元された仮想マシンをオンにする前に実行する必要がある事柄

については、“仮想マシンの複製後 ”ページ128を参照してください。

l NutanixクラスターまたはvSphere環境からの仮想マシンを複製する場合のみ。復元

した仮想マシンをオンにすると、元の仮想マシンは自動的にオフになります。

l vSphere仮想マシンをvSphere環境に複製し、「仮想マシンの電源をオンにします」

スイッチを無効にしている場合のみ。仮想マシンをオンにしようとしたときに、仮想マシ

ンが移動したものかコピーしたものか答えるよう求められた場合は、必ず「コピーしま

した」と答えてください。

e. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1

つ以上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー
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lアーカイブ

lスナップショット

f. 仮想ディスクが(手動または自動で)バックアップから除外されている場合のみ：サイズと構成

が同じ空のディスクを除外したディスクとして作成し、復元した仮想マシンにアタッチしたい場

合は、「除外ディスクを空ディスクとして作成」スイッチを使用します。

g. 仮想マシンにアタッチされているボリュームグループの場合：仮想マシンにアタッチされているボ

リュームグループも復元する場合は、「ボリュームグループのクローン」スイッチを使用します。

6. 「ネットワーク」セクションで、次の手順を実行します。

a. バックアップ時に仮想マシンに追加されたネットワークアダプタのリストを確認します(仮想マシ

ンが接続されていたネットワークを含む)。元のネットワークのいずれかが利用できなくなった場

合は、「該当なし」が表示されます。

元のネットワークが使用可能かどうかに応じて、以下のように続行します。

l 元のネットワークが利用可能な場合は、既定値を変更せずに元のネットワーク設定で

仮想マシンをクローンするか、またはネットワーク設定を変更することができます。

l 元のネットワークが利用できない場合は、ネットワーク設定を変更する必要があります。

ネットワーク設定の変更

元のネットワーク... 説明

使用可能

次の手順を実行できます。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、

優先するネットワークを選択します。

l 仮想アダプタを選択し、「編集」をクリックして優先するネット

ワークを選択することで、既存のネットワークアダプタを編集し

て、仮想マシンを別のネットワークに接続します。

l 必要なくなったネットワークアダプタの資格情報を選択し、「
削除」をクリックして削除します。

使用不可

次の手順を実行できます。

l ネットワークアダプタを選択し、「編集」をクリックして優先す

るネットワークを選択することで、影響を受けるネットワークア

ダプタを編集して、仮想マシンを新しいネットワークに接続し

ます。

l 影響を受けるネットワークアダプタを選択して削除し、「削
除」をクリックします。

l 「 新規」をクリックして新しいネットワークアダプタを追加し、

優先するネットワークを選択します。

n注仮想マシンはネットワークアダプタなしでクローンできます。後で必ず仮想マシンの

ネットワーク設定を構成してください。
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b. 仮想マシンを別のNutanixクラスターまたはvSphere環境に復元する場合のみ。復元した仮

想マシンで元のMACアドレスを維持する場合は、「元のMACアドレスを維持」スイッチを使

用します。これは、少なくとも1つのネットワークアダプタにMACアドレスが割り当てられている

場合にのみ適用されることにご注意ください。

7. 「復元」をクリックします。

復元中には、元のアプリケーションインスタンスはオフラインであり、アクセスできません。

仮想マシンの複製後に注意すべき考慮事項がいくつかあります。詳細については、“仮想マシンの複

製後 ”ページ128を参照してください。

Azure Government環境への仮想マシンの複製

前提条件

新しい場所への復元を予定している仮想マシンの場合：仮想マシンの復元先に予定しているAzure

GovernmentサブスクリプションがHYCUに追加されます。この実行方法の詳細については、“Azure

Governmentサブスクリプションの追加 ”ページ45を参照してください。

考慮事項

元の場所 (元の仮想マシンが実行されていたソース)に復元する場合にのみ、スナップショットから復

元が実行されます。スナップショットを別の場所に復元する場合、復元のために選択した層に応じ

て、以下のようになります。

l スナップショットを選択した場合、復元は失敗します。

l 「自動」を選択した場合、利用可能なターゲットがあれば、ターゲットから復元が実行されます。

そうでない場合は、失敗します。

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

手順

1. 「アプリケーション」パネルで、復元するアプリケーションをクリックして、「詳細ビュー」を開きます。

n注「詳細ビュー」は、アプリケーションをクリックした場合にのみ表示されます。アプリケーショ

ンの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択し、「復元」をクリック

します。

i重要選択した復元ポイントのバックアップステータスが、バックアップがクラッシュ整合性であ

ることを示す場合、アプリケーションの復元にこの復元ポイントは使用できません。

3. 「サーバー全体を復元」を選択して、「次へ」をクリックします。

4. 「VMのクローン」を選択し、「次へ」をクリックします。「VMのクローン」ダイアログボックスが開きま

す。

5. 「宛先ソース」ドロップダウンメニューから、仮想マシンを復元する場所を選択します。
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6. 「サービスプリンシパル」ドロップダウンメニューから、必要なリソースにアクセスできるサービスプリンシ

パルを選択します(仮想マシンの復元元のソースおよび復元先)。

7. 「サブスクリプション」ドロップダウンメニューから、復元する仮想マシンのサブスクリプションを選択し

ます。

8. 「リソースグループ」ドロップダウンメニューから、復元する仮想マシンのリソースグループを選択しま

す。

9. 「ロケーション」ドロップダウンメニューから、復元する仮想マシンの地理的リージョンを選択します。

10. 「アベイラビリティゾーン」ドロップダウンメニューから、復元する仮想マシンのゾーンを選択します。

n注選択した地理的リージョンと仮想マシンのサイズによって、データを復元できるゾーンが

決まります。どのゾーンにもデータを復元しない場合は、「なし」を選択します。

11. 「次へ」をクリックします。

12. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l 自動：最新の状態に最速で復元できます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

13. 「新しいVM名」フィールドで、復元された仮想マシンの名前を指定します。

14. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使用」

スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以下を

実行します。

l 「vCPU(s)」フィールドに、復元した仮想マシンの仮想CPU数を入力します。仮想CPUの最

大数は1024です。

l 「メモリ」フィールドで、復元した仮想マシンのメモリ量( GiBまたはMiB単位)を設定します。指

定する値は整数でなければならず、4096 GiBを超えることはできません。

l 「仮想マシンタイプ」ドロップダウンメニューから、仮想マシンタイプを選択します。

n注仮想マシンタイプのリストは、指定した仮想CPUの数とメモリの量に基づいていま

す。どの仮想マシンタイプも指定した値と一致しない場合、リストは空になり、指定した

値を調整する必要があります。

15. 「ネットワークインターフェース」で、復元された仮想マシンに追加されるネットワークインターフェース

を表示できます。既定では、これは元の仮想マシンが属するサブスクリプションの最初のネットワー

クインターフェースです。必要であれば、ネットワーク設定も変更できます。

ネットワーク設定の変更

ネットワーク設定を変更する場合は、ネットワークインターフェースの追加、既存のネットワークイ

ンターフェースの編集、またはネットワークインターフェースの削除を行うことができます。
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n注ネットワークインターフェースを追加する場合、同じネットワークにアタッチされている

ネットワークインターフェースしか追加できないことに注意してください。追加できるネットワー

クインターフェースの最大数は、選択した仮想マシンのタイプによって異なります。

ネットワーク設定の変更方法に応じて、次のいずれかを実行します。

l 「ネットワークインターフェースの追加」をクリックしてネットワークインターフェースを追加する

か、編集するネットワークインターフェースの横にある「編集」をクリックして、次の手順に従

います。

a. ネットワークインターフェースを追加する場合のみ。「ネットワーク」ドロップダウンメニュー

から、ネットワークインターフェースのネットワークを選択します。

n注使用可能なネットワークのリストには、復元された仮想マシン用に選択した

リージョン内のネットワークのみが含まれます。

b. ネットワークインターフェースを割り当てるサブネットを選択します。

c. 「パブリックIPアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアド

レスを選択します。次のオプションから選択できます。

オプション 説明

なし
パブリックIPアドレスは、復元された仮想マシン上のネットワークイン

ターフェースに割り当てられません。

動的
動的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
静的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

既存

Azure Governmentで作成した優先するパブリックIPアドレスのリ

ソースが、復元した仮想マシンのネットワークインターフェースに割り

当てられます。

d. 「プライベート IPアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート

IPアドレスを選択します。次のオプションから選択できます。

オプション 説明

動的
動的 IPアドレスが、復元された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
指定する静的 IPアドレスが、復元された仮想マシン上のネットワー

クインターフェースに割り当てられます。

e. 「追加」または「保存」をクリックします。

l 削除するネットワークインターフェースの横にある「削除」をクリックします。ネットワークイン

ターフェースがないと仮想マシンを復元できないことに注意してください。

16. 「復元」をクリックします。
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復元中には、元のアプリケーションインスタンスはオフラインであり、アクセスできません。

仮想マシンの複製後に注意すべき考慮事項がいくつかあります。詳細については、“仮想マシンの複

製後 ”ページ128を参照してください。

SQL Serverデータベースの復元
HYCUを使用すると、SQL Serverデータベースを元のまたは別のSQL Serverインスタンスに復元でき

ます。

前提条件

l ポイントインタイム復元の場合：データベース復旧モデルが完全または一括ログに設定されている

必要があります。

l SQL Serverフェールオーバークラスターインスタンス全体を復元する場合：SQL Serverサービス

は、フェールオーバークラスターマネージャーを使用して停止されている必要があります。この実行

方法の詳細については、SQL Serverの資料を参照してください。

l 復元のパフォーマンスの向上のためには、Microsoft iSCSIイニシエーターサービスの始動タイプを

「Disabled」に設定しないでください。

l Azureターゲット上のアーカイブストレージ層に保存されているデータを復元する場合のみ。スナッ

プショットを再作成してそれをデータの復元に使用するか、または手動でデータをリハイドレートす

る必要があります。スナップショットの作成方法の説明については、“スナップショットの再作成 ”

ページ243を参照してください。データの手動でのリハイドレート方法の説明については、Azureの

資料を参照してください。

l Azure Government環境の場合：SQL Serverデータベースの復元先として予定している

SQL Serverインスタンスをホストする仮想マシンは、HYCU Backup Controllerと同じ仮想ネット

ワーク内にある必要があります。

制限事項

l 別のSQL ServerアプリケーションインスタンスへのSQL Serverデータベースの復元は、同じバー

ジョン以降のアプリケーションに復元する場合にのみサポートされます。

l Always On可用性グループの一部であるデータベースは(セカンダリノードまたはプライマリノードか

ら)プライマリノードにのみ復元できます。ただし、Always On基本可用性グループの場合は、デー

タベースを復元できるのはプライマリノードからのみであることに注意してください。

l テープからのデータの復元はサポートしていません。

考慮事項

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、データを復元するためにこの層を使用することはできま

せん。

l データベースを別のSQL Serverインスタンスに復元する場合、データベースの名前は変更され、

選択したターゲットの既定のSQL Serverの場所にコピーされます。
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l 仮想マシンがソースから削除されたものの、利用できる有効な復元ポイントが少なくとも1つは

残っている場合、その仮想マシンは保護されていると見なされます。その場合、仮想マシンまたは

そこで実行されている検出されたアプリケーションのステータスは、PROTECTED_DELETEDで

す。このようなアプリケーションのアプリケーション項目を復元する場合、元のアプリケーションインス

タンスに復元できないことに注意してください。

l ポリシーに指定された保持期間が経過してしまっている(復元ポイントがHYCUWebユーザーイ

ンターフェースでグレー表示になっている)アプリケーションの復元は実行できません。ただし、必要

な場合、これはHYCU config.propertiesファイル内の

restore.enabled.if.retention.is.up構成設定をtrueに設定することで上書きできま

す。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

l SQL Serverフェールオーバークラスターの場合：

o 復元はアクティブなSQL Serverフェールオーバークラスターインスタンスにリダイレクトする必要

があります。

o 「既存のデータベースを上書きする」オプションは、データベースの場所がターゲット仮想マシン

にも存在する場合にのみ、リダイレクトされた復元に対して有効にできます。

l SQL Serverデータベースを別のSQL Serverインスタンスに復元する場合：別のサーバーにありな

がら同じデータベースパスを持つSQL Serverインスタンスにデータベースを復元する場合のみ、

「既存のデータベースを上書きする」オプションを有効にする必要があります。

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

手順

1. 「アプリケーション」パネルで、データベースを復元するアプリケーションをクリックして、「詳細ビュー」

を開きます。「詳細ビュー」は、アプリケーションをクリックした場合にのみ表示されます。アプリケー

ションの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

n注SQL Server Always On可用性グループを使用すると、アプリケーション項目を展開し

て、検出された可用性グループを表示できます。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

i重要選択した復元ポイントのバックアップステータスが、バックアップがクラッシュ整合性であ

ることを示す場合、データベースの復元にこの復元ポイントは使用できません。

3. 「復元」をクリックします。「MS SQL Serverの復元」ダイアログボックスが開きます。

n注バックアップ中に「SQLトランザクションログのバックアップと切り捨て」オプションが無効で

あった場合、復元後にデータベースの復旧を実行する必要があることを示すプロンプトが表

示されます。

4. 「データベースを復元」を選択し、「次へ」をクリックします。

5. 「ターゲットインスタンス」ドロップダウンメニューから、データベースを復元する場所を選択します。
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6. SQL Server Always On可用性グループの場合：「宛先可用性グループ」ドロップダウンメニューか

ら、利用可能な可用性グループの1つを選択してデータベースをこのグループに復元するか、

フィールドを空のままにしてデータベースをSQL Serverに復元します。

7. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

8. アプリケーションインスタンス全体を復元する場合は、「インスタンス全体」チェックボックスを選択し

ます。または、復元に使用できるデータベースのリストから、復元するデータベースを選択します。

9. オプション：データを復元するポイントインタイムを指定します。データベースは、指定された時刻の

状態に復元されます。

n注ポイントインタイム復元を実行するには、指定されたポイントインタイムの前に実行され

たバックアップを選択し、その次のバックアップからのトランザクションログファイルを適用して、

データベースインスタンスを適切な状態に戻せるようにします。

10. 「次へ」をクリックします。

11. データベースを復元状態のままにする場合は、「データベースを復元状態のままにする」スイッチを

使用します。そうすることで、復元後にデータベースにトランザクションログを適用し、手動でポイン

トインタイム復元を実行することができます。

12. 復元を実行するときに既存のデータベースを上書きする場合は、「既存のデータベースを上書き

する」スイッチを使用します。この場合、バックアップは元の場所に復元され、すべてのデータが上

書きされます。データベースを別のSQL Serverインスタンスに復元する場合、同じ名前 (必ずしも

コンテンツは同じでない)を持つすべてのデータベースが上書きされることに注意してください。

それ以外の場合、同じまたは別のSQL Serverインスタンスの別の場所にデータを復元するには、

データベースに付与されるデータベース接頭語、新しいデータベースファイルの場所、および新し

いデータベースログの場所を指定します。

i重要インスタンス全体を復元する場合は、既存のデータベースのみを上書きできます。こ

の場合、「既存のデータベースを上書きする」オプションは既定で有効になっており、無効にす

ることはできません。

13. 「復元」をクリックします。

14. バックアップ中に「SQLトランザクションログのバックアップと切り捨て」オプションが無効であった場合

のみです。トランザクションログを手動で適用して、SQL Serverデータベースを復旧します。

15. SQL Server 2012および2014 Always On可用性グループを使用している場合のみ。

SQL Server Management Studioを使用して、復元されたデータベースをAlways On可用性グ

ループに参加させます。この実行方法の詳細については、Microsoftの資料を参照してください。

n注復元されたデータベースをAlways On可用性グループに参加させたら、Always On可
用性グループのバックアップを新たに実行することをお勧めします。
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16. SQL Serverフェールオーバークラスターインスタンス全体を復元する場合のみ。フェールオーバーク

ラスターマネージャーを使用して、SQL Serverサービスと他のすべての関連サービスを開始しま

す。この実行方法の詳細については、SQL Serverの資料を参照してください。

Exchange Serverデータベース、メールボックス、

およびパブリックフォルダの復元
HYCUを使用すると、Exchange Serverデータベース、メールボックス、およびパブリックフォルダを復元

できます。Exchange Serverデータベースを復元する場合、元のメールボックスサーバーに復元する

か、またはメールボックスサーバーがデータベース可用性グループ( DAG)のメンバーである場合はDAG

内の別のメールボックスサーバーに復元するかを選択できます。メールボックスとパブリックフォルダを復

元する場合、回復用データベースは、元のメールボックスサーバーまたはExchangeServer組織の一

部である他のメールボックスサーバーに復元できます。そこから、組織内の任意のメールボックスまたは

パブリックフォルダに対して実際の復元が実行されます。

前提条件

l メールボックスを復元する場合は、以下のようにします。

o データを復元するメールボックスは、サーバー上に存在し、初期化されている必要がありま

す。

o データの復元先に予定している元のメールボックスがサーバーから削除されている場合のみ。

同じ名前または別の名前で新しいメールボックスを作成し、それが初期化されていることを

確認する必要があります(初期化するには、Exchangeクライアントでログインします)。

l パブリックフォルダを復元する場合：パブリックフォルダが、パブリックフォルダメールボックスに存在し

ている必要があります。存在しない場合は、バックアップ時と同じ名前を付けて、手動で再作成

します。

l 復元のパフォーマンスの向上のためには、Microsoft iSCSIイニシエーターサービスの始動タイプを

「Disabled」に設定しないでください。

l Azureターゲット上のアーカイブストレージ層に保存されているデータを復元する場合のみ。スナッ

プショットを再作成してそれをデータの復元に使用するか、または手動でデータをリハイドレートす

る必要があります。スナップショットの作成方法の説明については、“スナップショットの再作成 ”

ページ243を参照してください。データの手動でのリハイドレート方法の説明については、Azureの

資料を参照してください。

制限事項

l hycuサブフォルダへのデータの復元 ( 「サブフォルダに復元」オプション)は、現在、パブリックフォルダ

にはサポートされていません。

l テープからのデータの復元はサポートしていません。

考慮事項

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて
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いるため)がある層が含まれている場合、データを復元するためにこの層を使用することはできま

せん。

l ポリシーに指定された保持期間が経過してしまっている(復元ポイントがHYCUWebユーザーイ

ンターフェースでグレー表示になっている)アプリケーションの復元は実行できません。ただし、必要

な場合、これはHYCU config.propertiesファイル内の

restore.enabled.if.retention.is.up構成設定をtrueに設定することで上書きできま

す。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

手順

1. 「アプリケーション」パネルで、復元対象のアプリケーションをクリックして、「詳細ビュー」を開きま

す。

n注「詳細ビュー」は、アプリケーションをクリックした場合にのみ表示されます。アプリケーショ

ンの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

i重要選択した復元ポイントのバックアップステータスが、バックアップがクラッシュ整合性であ

ることを示している場合、アプリケーション項目の復元にはこの復元ポイントは使用できませ

ん。

3. 「復元」をクリックします。「MS Exchange Serverの復元」ダイアログボックスが表示されます。

4. 復元するアプリケーションアイテムを選択します。

l データベースの復元

a. 「宛先サーバー」ドロップダウンメニューから、データを復元するサーバーを選択します。宛

先サーバーを指定する場合、それを選択できるのは、メールボックスサーバーがDAGのメ

ンバーであり、DAG内の別のメールボックスサーバーにデータを復元する場合のみである

ことに注意してください。それ以外の場合は、元のメールボックスサーバーにのみ復元でき

ます。

i重要DAGのメンバーであるメールボックスサーバーを復元する場合：必ずデータ

ベースが現在アクティブになっている宛先サーバーを選択します。

b. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントに

は1つ以上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット
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c. すべてのデータベースを復元する場合は、「すべてのデータベース」チェックボックスを選択

します。または、復元に使用できるデータベースのリストから、復元するデータベースを選

択します。

d. 回復用データベースへのデータの復元を有効にする場合は、「回復用データベースへの

復元を有効にする」スイッチを使用します。有効にした場合、回復用データベースのパス

を指定します。既定はC:\ProgramData\Hycuです。

l メールボックスまたはパブリックフォルダの復元

a. 「回復用データベースサーバー」ドロップダウンメニューから、データを復元するメールボック

スサーバーを選択します。Exchange Server組織に属するメールボックスサーバーの中か

ら選択できます。

b. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントに

は1つ以上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

c. 復元に選択できるメールボックスまたはパブリックフォルダのリストから、復元するものを選

択します。

tヒントメールボックスまたはパブリックフォルダが多すぎて表示が1ページに収まらな

い場合、「 」と「 」をクリックしてページを移動できます。「 」を使用して、ページごとに

表示されるメールボックスとパブリックフォルダの数を設定することもできます。

メールボックスとパブリックフォルダを検索するには、「検索」フィールドに名前を入力

し、Enterを押します。

d. 既定以外のドメインコントローラーを使用する場合は、「既定以外のドメインコントロー

ラーを使用する」スイッチを有効にし、「ドメインコントローラー」フィールドに、優先するドメ

インコントローラーのFQDNまたはIPアドレスを入力します。

e. 「次へ」をクリックします。

f. データを復元する場所を選択します。

o 元のメールボックス

o 代替メールボックス。この場合は代替メールボックスの名前を入力します。

g. データを復元するモードを選択します。

o 元の場所に復元

データを元の場所に復元できます。

o サブフォルダに復元 (パブリックフォルダにはサポートされていません)

自動的に作成されるhycuサブフォルダにデータを復元できます。
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h. 元の場所にデータを復元する場合：競合する項目の最新バージョンを維持することで、

潜在的なデータ競合を解決する場合は、「競合回避」スイッチを使用します。そうでな

い場合、HYCUは、既存のアイテムをバックアップのアイテムで上書きします。

i. 一時回復用データベースのパスを入力します。既定はC:\ProgramData\Hycuです。

5. 「復元」をクリックします。

Oracleデータベースのインスタンスと表領域の復

元
HYCUを使用して、Oracleデータベースインスタンス全体または選択した表領域を元の場所に復元

できます。

前提条件

l 元の仮想マシンで、/etc/fstabシステム構成ファイルエントリの参照は、論理ボリューム

( /dev/mapper/ol-rootなど)を参照しない限り、デバイス名 ( /dev/sda1など)ではなく、

UUID( UUID=8ff089c0-8e71-4320-a8e9-dbab8f18a7e5など)を使用している必要があり

ます。

l bashrcおよび.bash_profileスクリプトは、アプリケーションの検出に資格情報が使用される

ユーザーの標準出力( STDOUT)または標準エラー( STDERR)に書き込まない可能性があります。

l Azureターゲット上のアーカイブストレージ層に保存されているデータを復元する場合のみ。スナッ

プショットを再作成してそれをデータの復元に使用するか、または手動でデータをリハイドレートす

る必要があります。スナップショットの作成方法の説明については、“スナップショットの再作成 ”

ページ243を参照してください。データの手動でのリハイドレート方法の説明については、Azureの

資料を参照してください。

制限事項

l 表領域は、バックアップチェーンの最新の復元ポイントからのみ復元でき、ポイントインタイムに復

元することはできません。

l テープからのデータの復元はサポートしていません。

考慮事項

l データベースインスタンスまたは表領域の復元を実行する場合、完全な復元またはポイントイン

タイム復元を実行できます。

o 完全な復元

HYCUは、バックアップチェーンの最新のバックアップから、データベースインスタンス全体または

表領域の完全な復元を実行します。

完全な復元を実行すると、制御ファイルとアーカイブログファイルは復元されず、既存のアーカ

イブログファイルのみが適用されます。制御ファイルまたは既存のアーカイブログファイルが失わ

れた場合、完全な復元は不可能であり、ポイントインタイム復元を実行する必要がありま

す。
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o ポイントインタイム復元

ポイントインタイム復元を実行するには、指定されたポイントインタイムの前に実行されたバッ

クアップを選択し、その次のバックアップからのアーカイブログファイルを適用して、データベース

インスタンスをポイントインタイムに戻せるようにする必要があります。

ポイントインタイム復元を実行すると、制御ファイル、データベースファイル、および必要なアー

カイブログファイルが復元されます。

i重要ポイントインタイム復元が正常に完了すると、アーカイブログファイルはリセットされ

ます。したがって、新しいバックアップが実行されるまで完全な復元という観点ではデータ

ベースは保護されないため、ポイントインタイム復元を実行した直後にバックアップを実行

することを強くお勧めします。

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、データを復元するためにこの層を使用することはできま

せん。

l ポリシーに指定された保持期間が経過してしまっている(復元ポイントがHYCUWebユーザーイ

ンターフェースでグレー表示になっている)アプリケーションの復元は実行できません。ただし、必要

な場合、これはHYCU config.propertiesファイル内の

restore.enabled.if.retention.is.up構成設定をtrueに設定することで上書きできま

す。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリックし

ます。

手順

1. 「アプリケーション」パネルで、データベースを復元するアプリケーションをクリックして、「詳細ビュー」

を開きます。

n注「詳細ビュー」は、アプリケーションをクリックした場合にのみ表示されます。アプリケーショ

ンの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

i重要選択した復元ポイントのバックアップステータスが、バックアップがクラッシュ整合性であ

ることを示す場合、データベースインスタンスの復元にこの復元ポイントは使用できません。

3. 「復元」をクリックします。「Oracleサーバーの復元」ダイアログボックスが開きます。

n注バックアップ中に「Oracleアーカイブログのバックアップと切り捨て」オプションが無効であっ

た場合、復元後にデータベースの復旧を実行する必要があることを示すプロンプトが表示さ

れます。

4. 「データベースを復元」を選択し、「次へ」をクリックします。
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5. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

6. データベースインスタンス全体を復元する場合は、「インスタンス全体」チェックボックスを選択しま

す。または、復元に使用できる表領域のリストから、復元する表領域を選択します。

7. データベースインスタンス全体を復元する場合のみ。データを復元するポイントインタイムを指定

します(オプション)。データベースインスタンスは、指定された時刻の状態に復元されます。

8. 「復元」をクリックします。

9. バックアップ中に「Oracleアーカイブログのバックアップと切り捨て」オプションが無効であった場合の

み。アーカイブログを手動で適用して、Oracleデータベースを復旧します。
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ファイル共有の保護

HYCUにより、高速で信頼性の高いバックアップと復元操作でファイル共有データを保護できます。

ファイル共有をバックアップしたら、ファイル共有全体を復元するか、個別ファイルを復元するかを選択

できます。

ファイル共有データを効率的に保護する方法の詳細については、以下のセクションを参照してくださ

い。

l “ファイル共有バックアップオプションの構成”下

l “ファイル共有のバックアップ”次のページ

l “ファイル共有データの復元 ”ページ182

ファイル共有バックアップオプションの構成
ファイル共有の保護を開始する前に、バックアップオプションを構成することによって、データ保護環境

のニーズに合わせてファイル共有の保護を調整できます。

バックアップオプション 説明

フォルダパスを除外
ファイル共有バックアップから除外するファイル共有フォルダ

を指定できます。

増分永続バックアップ

最初の完全バックアップの後のすべてのファイル共有バック

アップを増分バックアップだけにしたい場合は、最後のバック

アップ以降の変更のみを(増分バックアップとして)追跡して

保存するようにHYCUを構成できます。

考慮事項

増分永続バックアップオプションを有効にした場合のみ。単一のバックアップチェーンを維持するため

に、HYCUはバックアップごとにバックアップチェーン全体を分析し(つまり、保持期間の有効期限が切

れたバックアップ層とコピー層のある復元ポイントを検索します)、関連する復元ポイントの自動マージ

を実行し、限られた数の復元ポイントのみを保持します。これは、期限切れとマークされた複数の増

分バックアップのデータが結合され、バックアップチェーンの次の復元ポイントにマージされることを意味

します。ただし、復元ポイント層を有効期限切れにすることで、いつでも手動で復元ポイントをマージ

することもできます。説明については、“データ保持期間の管理”ページ282を参照してください。

「共有フォルダ」パネルへのアクセス

第6章
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「共有フォルダ」パネルにアクセスするには、ナビゲーションペインで、「 共有フォルダ」をクリックしま

す。

手順

1. 「共有」パネルで、バックアップオプションを構成するファイル共有を選択します。

2. 「 構成」をクリックします。「構成」ダイアログボックスが開きます。

3. 目的に応じて、以下の必要なアクションを実行します。

目的 説明

1つ以上のファイル共有フォ

ルダをバックアップから除外

します。

「フォルダパスを除外」フィールドに、バックアップから除外するファイ

ル共有フォルダへのフルパス(ファイル共有のルートからのパス、たと

えば/backup)を入力し、「 追加」をクリックします。ファイル共有

フォルダを追加するには、この手順を繰り返します。

n注バックアップから除外したすべてのファイル共有フォルダへ

のパスが、「フォルダパスを除外」リストに追加されます。除外リ

ストからそれらのいずれかを削除する場合は、「 削除」をク

リックします。

増分永続バックアップを有

効にします。
「増分永続バックアップ」スイッチを有効にします。

4. 「保存」をクリックします。

ファイル共有のバックアップ
ファイル共有バックアップを使用すると、並列バックアップストリームを使用してファイル共有を迅速に

バックアップできます。

前提条件

Dell PowerScale OneFS SMB共有の場合：バックアップオペレーターは、保護する予定のすべての共

有に対する完全な許可を持っている必要があります。

制限事項

l iSCSIおよびNutanixターゲットは、ファイル共有データを保護するためには使用できません。

l Nutanix Filesのレプリカからのバックアップはサポートされていません。したがって、ファイル共有に割

り当てる予定のポリシーで「Backup from replica」オプションが有効になっている場合、このオプ

ションは無視されます。

l ファイルシステム項目名にUnicode Basic Multilingual Plane( BMP)の文字のみが含まれる場

合、クラウドターゲットへのファイル共有のバックアップがサポートされます。

l ポリシーでバックアップターゲットタイプとして「スナップショット」が定義されている場合、そのようなポ

リシーをファイル共有に割り当てることはできません。
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l NFSファイル共有の場合：ファイル名にUTF-8ではない多言語の文字を含むファイルのバックアップ

( Windowsクライアントにより作成されたファイルなど)はサポートされていません。そのため、そのよ

うなファイルはバックアップの際スキップされます。

l Nutanix Files保護にスマート災害復旧 ( DR)を使用する場合、HYCUによって、レプリケーション

されたファイル共有データを保護できます。復旧ファイルサーバーをソースとしてHYCUに追加する

と、対応するファイル共有をポリシーを割り当てることでバックアップし、後で復元することもできま

す。レプリケーションされたファイル共有にはデータを復元できないことに注意してください。Smart

DRの構成方法の詳細については、Nutanixの資料を参照してください。

l ファイル名が255バイトより長い共有上のファイルのバックアップは、Nutanix Filesバージョン4.2以

降とDell PowerScale OneFSのすべてのバージョンでのみサポートされます。

考慮事項

l 増分ファイル共有バックアップの数は変更できます。その後には、

afs.reindex.interval.count構成設定をカスタマイズすることによる完全インデックス再作

成が実行されます。これにより復元時に関連ファイルを検索するプロセスを高速化できます。この

実行方法の詳細については、“HYCU構成設定のカスタマイズ”ページ381を参照してください。

l ファイル共有のバックアップ中に最大100個のファイルバックアップが失敗した場合、ファイル共有の

バックアップステータスは「エラーで完了」です。afs.partial.success.threshold.count構

成設定を編集すると、この値をカスタマイズできます。この実行方法の詳細については、“HYCU

構成設定のカスタマイズ”ページ381を参照してください。

l ファイル共有をバックアップするときに、HYCUは選択したファイル共有内にあるネストされた共有

もバックアップします。ネストされた共有の個別のバックアップはサポートされないことに注意してくだ

さい。

l ファイル共有の増分永続バックアップオプションを有効にした場合のみ。ファイル共有にポリシーを

割り当てると、ポリシーで定義された新しいバックアップチェーン設定は無視され、完全バックアップ

は実行されません。

l Nutanix Filesの場合：接続された共有のバックアップはサポートされます。親共有のバックアップに

は子共有のコンテンツが含まれないため、接続された共有は個別にバックアップする必要があるこ

とに注意してください。

l 階層化されたファイルでの共有のバックアップはサポートされます。ただし、以下について考慮して

ください。

o バックアップオペレーターまたはHYCU インスタンス IPアドレスをゼロユーザーまたはクライアント

としてセットアップしてはなりません。これは、階層型ファイルのバックアップデータの破損を引き

起こす可能性があるからです。

o バックアップと復元の操作には、データ消去による追加料金が発生する場合があります。

l Dell PowerScale OneFSの場合：増分バックアップが実行されると、「スナップショットを作成」ジョ

ブのステータスには、Dell PowerScale OneFSファイルサーバーから取得した値が表示されます。

推奨事項

ファイル共有データの保存にNFSターゲットを使用するには、ターゲットへのパブリックアクセスを有効に

する必要があります。セキュリティ上の目的で、このような構成は避けることをお勧めします。
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「共有フォルダ」パネルへのアクセス

「共有フォルダ」パネルにアクセスするには、ナビゲーションペインで、「 共有フォルダ」をクリックしま

す。

手順

1. 「共有フォルダ」パネルで、バックアップするファイル共有を選択します。

tヒント 「 同期」をクリックして、ファイル共有のリストを更新できます。表示されているファイ

ル共有のリストを絞り込むには、“データのフィルタリング”ページ224で説明されているフィルタリ

ングオプションを使用できます。

2. 「ポリシー」をクリックします。「ポリシー」ダイアログボックスが開きます。

3. 選択可能なポリシーのリストから、優先するポリシーを選択します。

4. 「割り当て」をクリックして、ポリシーを選択したファイル共有に割り当てます。

ポリシーを割り当てると、バックアップは、ポリシーに従ってスケジュールされます。必要であれば、手動

バックアップもいつでも実行できます。詳細については、“手動バックアップの実行”ページ238を参照し

てください。

tヒントデータ保護環境内に複数のHYCUインスタンスがある場合、「ジョブ」パネルで優先する

バックアップジョブをクリックし、「詳細ビュー」でHYCUインスタンスのIPアドレスを確認することによ

り、どのHYCUインスタンスがバックアップを実行したかを確認できます。

ファイル共有データの復元
ファイル共有全体か個別のファイルを元のまたは別のファイルサーバー共有、外部のSMBまたはNFS

共有、あるいはローカルマシンに復元できます。

ファイル共有データは、ターゲットまたはスナップショットから復元できます。スナップショットからのデータ

の復元は、afs.restore.snapshot.enabled構成設定がtrue(既定値はfalse)に設定されて

いる場合のみ可能です。この場合、スナップショットが使用可能であれば、復元は常にスナップショット

から実行されます。そうでない場合、復元はターゲットから実行されます。HYCU構成設定のカスタマ

イズ方法の詳細については、“HYCU構成設定のカスタマイズ”ページ381を参照してください。

前提条件

l 別のファイルサーバー共有にデータを復元する場合：データの復元先にするファイル共有のある

ファイルサーバーがHYCUに追加されている。この実行方法の詳細については、“ファイルサーバー

の追加”ページ46を参照してください。

l テープからデータを復元する場合：テープターゲットがデータのアーカイブに積極的に使用されてい

る場合、モードは「読み取り専用」に設定する。ターゲットを編集する方法の詳細については、

「“ターゲットの管理”ページ232」を参照してください。

制限事項

l 代替データストリーム( ADS)の復元は、データを1つのファイルサーバーSMB共有から別のファイル

サーバーSMB共有にデータを復元する場合のみサポートされます。



6ファイル共有の保護

183

l トップレベルのディレクトリに代替データストリーム( ADS)を含むNutanix Files共有を、分散ファイ

ル共有に復元する場合のみ。分散ファイル共有のトップレベルディレクトリへのADSの復元はサ

ポートされていません。ADSは、分散ファイル共有のサブディレクトリ、または標準ファイル共有に

復元できます。

l シンボリックリンクは、あるNFS共有から別のNFS共有に、またはSMB共有からNFS共有にデータ

を復元する場合のみ復元されます。

l ファイルを外部共有に復元する場合のみ。名前に改行を含むファイルまたはフォルダの復元は、

NFS共有がUnixでセットアップされている場合のみサポートされます。

l ファイルをローカルマシンに復元する場合のみ：

o ファイルは、圧縮前のファイルサイズが2 GiB以下の場合のみ復元できます。

o ファイルの元のアクセス制御リストの復元はサポートされません。

考慮事項

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、データを復元するためにこの層を使用することはできま

せん。

l ファイル共有バックアップから多数のファイルを復元する場合のみ。HYCUインスタンスは、既定で

利用可能なよりも多くのRAMを必要とする場合があります。この場合、

afs.instance.memory.mb構成設定を使用して既定値を増やします。HYCU構成設定のカ

スタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”ページ381を参照してくださ

い。

l ファイルをローカルマシンに復元する場合のみ。復元されたファイルは.zipファイルでダウンロードさ

れます。復元されたファイルの解凍について考えられる問題を回避するため、また名前に改行を

含むファイルやフォルダを正しく復元できるよう、ファイルの抽出には必ず7-Zipを使用してください。

l ファイル共有復元処理中に、復元できなかったファイル数が既定値である100以上になった場

合、ファイル共有復元のステータスは「警告」となります。

afs.restore.partial.success.threshold.count構成設定をカスタマイズすることで、こ

の既定値を編集できます。この実行方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

推奨事項

最適な復元パフォーマンスのために、外部ファイル共有ではなく、可能な限りファイルサーバー共有に

データを復元することをお勧めします。

「共有フォルダ」パネルへのアクセス

「共有フォルダ」パネルにアクセスするには、ナビゲーションペインで、「 共有フォルダ」をクリックしま

す。
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手順

1. 「共有フォルダ」パネルで、復元するファイルを含むファイル共有をクリックし、「詳細ビュー」を開き

ます。

n注「詳細ビュー」は、ファイル共有をクリックした場合にのみ表示されます。ファイル共有の

名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「ファイルの復元」をクリックします。「ファイルの復元」ダイアログボックスが開きます。

4. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

5. 「次へ」をクリックします。

6. ファイル共有全体を復元する場合は、「フォルダ」セクションで、一番上のチェックボックス( 「」アイ

コンの前にあるチェックボックス)を選択します。そうでない場合は、選択可能なフォルダとファイルの

リストから、復元するものを選択します。「次へ」をクリックします。

tヒントファイルが多すぎて表示が1ページに収まらない場合、「 」と「 」をクリックしてページを

移動できます。「 」を使用して、ページごとに表示されるファイルの数を設定することもできま

す。

7. 選択したファイルの復元先 (元のファイルサーバー共有、別のファイルサーバー共有、外部SMBま

たはNFS共有、またはローカルマシン)に応じて、希望する復元オプションを選択し、「次へ」をク

リックして、指示に従います。

復元オプション 説明

ファイルサーバー共有

に復元

a. 「共有フォルダ」ドロップダウンメニューから、ファイルの復元先とする

ファイルサーバー共有を選択します。

b. ファイルを元の場所に復元するか、同じファイルサーバー共有にあ

る別の場所に復元するか選択します。

別の場所を選択する場合、その場所へのパスを次の形式で指定

します。

/<Path>

c. 選択した場所にすでに同じ名前のファイルが存在した場合に、復

元操作中に実行するアクションを指定します(ファイルの上書き、

ファイルのスキップ、元のファイルの名前変更、または復元したファ

イルの名前変更 )。
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復元オプション 説明

i重要元のファイルの名前を変更する場合は、ファイルサー

バー管理者でなければなりません。その他すべての操作につ

いては、ファイルサーバーかバックアップどちらの管理者でも構

いません。

d. ファイルを1つのSMB共有から別のSMB共有に復元する場合の

み。ファイルの元のアクセス制御リストを復元する場合は、「ACL

の復元」スイッチを有効にします。

e. 「復元」をクリックします。

外部共有に復元する

「共有タイプ」ドロップダウンメニューから、ファイルを復元する場所を選

択し、必要な情報を入力します。

l NFS

a. NFS共有フォルダへのパスを次の形式で入力します。

\\server\<Path>

b. 選択した場所にすでに同じ名前のファイルが存在した場合

に、復元操作中に実行するアクションを指定します(ファイル

の上書き、ファイルのスキップ、元のファイルの名前変更、また

は復元したファイルの名前変更)。

c. 「復元」をクリックします。

l SMB

a. SMB共有フォルダへのパスを次の形式で入力します。

\\server\<Path>

b. オプション：SMB共有にアクセスするためのユーザー資格情報

を入力します。

c. 選択した場所にすでに同じ名前のファイルが存在した場合

に、復元操作中に実行するアクションを指定します(ファイル

の上書き、ファイルのスキップ、元のファイルの名前変更、また

は復元したファイルの名前変更)。

d. ファイルを1つのSMB共有から別のSMB共有に復元する場合

のみ。ファイルの元のアクセス制御リストを復元する場合は、

「ACLの復元」スイッチを有効にします。

i重要「ACLの復元」スイッチを有効にする場合、ACL
が宛先のSMB共有で認識されないことにより、復元した

ファイルにアクセスできない可能性があることに注意してく

ださい。

e. 「復元」をクリックします。
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復元オプション 説明

ダウンロード

「ダウンロード」をクリックして、選択したファイルをローカルマシンに復元

します。

i重要ダウンロード処理が終了するまで、ページの更新やページ

からの移動はしないでください。
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ボリュームグループの保護

HYCUにより、高速で信頼性の高いバックアップと復元によりNutanixボリュームグループを保護できま

す。ボリュームグループをバックアップしたら、ボリュームグループ全体または個々の仮想ディスクのみを、

NFSまたはSMB共有にエクスポートして復元することを選択できます。

i重要バックアップ時にボリュームグループが1つ以上の仮想マシンにアタッチされている場合、そ

れらは仮想マシンのバックアップ時に自動的にバックアップされます。詳細については、“仮想マシン

の保護”ページ94を参照してください。

ボリュームグループを効率的に保護する方法の詳細については、以下のセクションを参照してくださ

い。

l “ボリュームグループのバックアップ”下

l “ボリュームグループの復元 ”次のページ

ボリュームグループのバックアップ
HYCUを使用すると、Nutanixボリュームグループを高速かつ効率的な方法でバックアップできます。

前提条件

保護したいボリュームグループが存在するNutanixクラスターが、HYCUに追加されました。説明につい

ては、“Nutanixクラスターの追加 ”ページ40を参照してください。

考慮事項

HYCUが自動的に作成し、データ保護目的で使用するボリュームグループは、「ボリュームグループ」

パネルに表示されません。これらのボリュームグループの名前は、先頭がNTNX-、hycu-vg-、HYCU-

になります。これと同じ接頭辞を持つ独自のボリュームグループを作成しないようしてください。

「ボリュームグループ」パネルのアクセス

「ボリュームグループ」パネルにアクセスするには、ナビゲーションペインで、「 ボリュームグループ」をク

リックします。

手順

1. 「ボリュームグループ」パネルで、バックアップするボリュームグループを選択します。

tヒント 「 同期」をクリックして、ボリュームグループのリストを更新できます。表示されている

ボリュームグループのリストを絞り込むには、“データのフィルタリング”ページ224で説明されてい

第7章
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るフィルタリングオプションを使用できます。

2. 「ポリシー」をクリックします。「ポリシー」ダイアログボックスが開きます。

3. 選択可能なポリシーのリストから、優先するポリシーを選択します。

4. 「割り当て」をクリックして、選択したボリュームグループにポリシーを割り当てます。

バックアップは、ポリシーに定義した値に従ってスケジュールされます。必要であれば、ボリュームグルー

プの手動バックアップもいつでも実行できます。詳細については、“手動バックアップの実行 ”ページ238

を参照してください。

ボリュームグループの復元
HYCUでは、ボリュームグループ全体、または破損した個々の仮想ディスクのみの、いずれかを復元で

きます。

考慮事項

選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデータの

コピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されているた

め)がある層が含まれている場合、データを復元するためにこの層を使用することはできません。

復元オプション

次の復元オプションから選択できます。

復元オプション 説明

ボリュームグループを復元

ボリュームグループを復元できます。元のボリュームグループを、復元

したボリュームグループで置き換える場合は、このオプションを選択し

ます。説明については、“ボリュームグループの復元”次のページを参

照してください。

ボリュームグループをクローン

ボリュームグループのクローンを作成することで、仮想マシンを復元で

きます。元のボリュームグループを保持する場合は、このオプションを

選択します。説明については、“ボリュームグループの複製 ”次のペー

ジを参照してください。

vDiskのエクスポート

仮想ディスクをNFSまたはSMB共有に復元できます。特定のアクセ

ス権限を持つユーザーが仮想ディスクを使用できるようにする場合、

または後から仮想ディスクを使用してデータをHYCUにサポートされて

いないあるいはソースとしてHYCUに追加されていないハイパーバイ

ザーのある環境に復元する場合に、このオプションを選択します。説

明については、“仮想ディスクのエクスポート ”ページ190を参照してく

ださい。

「ボリュームグループ」パネルのアクセス

「ボリュームグループ」パネルにアクセスするには、ナビゲーションペインで、「 ボリュームグループ」をク

リックします。
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ボリュームグループの復元

ボリュームグループを元の場所または新しい場所に復元できます。この場合、元のボリュームグループ

は上書きされます。

考慮事項

ボリュームグループが1つ以上の仮想マシンにアタッチされている場合のみ。ボリュームグループがアタッ

チされている仮想マシンがオフになっている必要があります。

手順

1. 「ボリュームグループ」パネルで、復元するボリュームグループをクリックします。画面の下部に「詳細

ビュー」が表示されます。

n注「詳細ビュー」は、ボリュームグループをクリックした場合にのみ表示されます。ボリューム

グループの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「復元」をクリックします。

4. 「ボリュームグループを復元」を選択して、「次へ」をクリックします。

5. 「ストレージコンテナ」ドロップダウンメニューから、ボリュームグループを復元する場所を選択しま

す。既定では、元のストレージコンテナが選択されます。

6. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

7. 復元するボリュームグループが1つ以上の仮想マシンにアタッチされている場合のみ。復元後にボ

リュームグループを仮想マシンにアタッチする場合は、「ボリュームグループをアタッチ」スイッチを有

効にします。

8. 「復元」をクリックします。

ボリュームグループの複製

元のボリュームグループのクローンは、ボリュームグループを元の場所または新しい場所に復元すること

により作成できます。この場合、元のボリュームグループは上書きされません。

手順

1. 「ボリュームグループ」パネルで、復元するボリュームグループをクリックします。画面の下部に「詳細

ビュー」が表示されます。

n注「詳細ビュー」は、ボリュームグループをクリックした場合にのみ表示されます。ボリューム

グループの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。
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2. 「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「復元」をクリックします。

4. 「ボリュームグループをクローン」を選択して、「次へ」をクリックします。

5. 「ストレージコンテナ」ドロップダウンメニューから、ボリュームグループを復元する場所を選択しま

す。既定では、元のストレージコンテナが選択されます。

6. 「新しいボリュームグループ名」フィールドで、ボリュームグループの新しい名前を指定します。

7. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

8. 復元するボリュームグループが1つ以上の仮想マシンにアタッチされている場合のみ。復元後にボ

リュームグループを仮想マシンにアタッチする場合は、「ボリュームグループをアタッチ」スイッチを有

効にします。

9. 「復元」をクリックします。

仮想ディスクのエクスポート

仮想ディスクをNFSまたはSMB共有に復元できます。

手順

1. 「ボリュームグループ」パネルで、仮想ディスクを復元するボリュームグループをクリックします。画面

の下部に「詳細ビュー」が表示されます。

n注「詳細ビュー」は、ボリュームグループをクリックした場合にのみ表示されます。ボリューム

グループの名前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

2. 「詳細ビュー」で、優先する復元ポイントを選択します。

3. 「復元」をクリックします。

4. 「vDiskのエクスポート」を選択して、「次へ」をクリックします。

5. 復元に選択できる仮想ディスクのリストから、復元するディスクを選択し、「次へ」をクリックします。

6. 「タイプ」ドロップダウンメニューから、仮想ディスクを復元する場所を選択し、必要な情報を入力

します。

タイプ 説明

SMB

a. オプション：ドメインとユーザー資格情報を入力します。

b. SMBサーバー名またはIPアドレスを入力します。

c. サーバーのルートからのSMB共有フォルダへのパスを入力します(たとえ

ば、/backups/HYCU)。
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タイプ 説明

NFS

a. NFSサーバー名またはIPアドレスを入力します。

b. サーバーのルートからのNFS共有フォルダへのパスを入力します(たとえ

ば、/backups/HYCU)。

7. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l自動：最新の状態に最速で復元できます。

lバックアップ

lコピー

lアーカイブ

lスナップショット

8. 「復元」をクリックします。
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データ保護環境の復元

データ保護環境で災害が発生し、データが破損した、または利用できなくなった場合、HYCUでは

バックアップデータが保存されているターゲットをインポートすることにより、効果的にデータを復元する

ことが可能になります。復元を実行できるのは次のとおりです。

l HYCU Backup Controllerを復元し、データの復元に使用

l 仮想マシン、アプリケーション、ファイル共有、ボリュームグループ

このセクションで説明する手順は、バックアップデータがターゲットに保存されている場合に適用できま

す。ポリシーでバックアップターゲットタイプとして「スナップショット」を選択し、データアーカイブが存在し

ない場合、HYCUで作成したスナップショットを使用して、Nutanix PrismWebコンソール、vSphere

(Web) Client、またはAzure Governmentポータルから災害復旧を実行できます。詳細については、

Nutanix、VMware、またはAzureの資料を参照してください。

考慮事項

l 災害復旧を実行した後には、データベース内のデータとターゲット上のデータの不一致が予想さ

れるため、すべての復元ポイントがデータの復元に使用されることにならない場合もあります。

l ファイル共有の保護にHYCUが使用され、ファイル共有の増分永続バックアップオプションが有効

になっている場合のみ。

o HYCU Backup Controllerを復元した後、復元ポイントのマージにより、一部のファイル共用

に対しては、増分バックアップの代わりに完全バックアップを実行することになる可能性があり

ます。

o HYCU Backup Controllerを復元した時点以降にマージされた復元ポイント、または同じバッ

クアップチェーン内の後続の復元ポイントを使用してファイル共有データを復元する場合は、

必ずインポートされたターゲットからの復元ポイントを使用して、復元HYCU Backup

Controller上にデータを復元します。

l 移行 /DR準備完了仮想マシンとアプリケーション：HYCU Backup Controllerを使用すると、

HYCU Protégéと保護されたデータをクラウドに復元できます。詳細については、“HYCU

Protégé”ページ351を参照してください。

手順

1. 災害復旧の準備をします。説明については、“災害復旧の準備 ”次のページを参照してくださ

い。

2. 災害復旧を実行します。説明については、“災害復旧の実行”ページ197を参照してください。

第8章
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3. HYCUがファイル共有保護に使用されている場合のみ：HYCU インスタンスから復元された

HYCU Backup Controllerへの接続を再確立するか、HYCU インスタンスを再作成します。説明

については、“HYCUインスタンスの再作成”ページ206を参照してください。

災害復旧の準備

前提条件

l 元のHYCU Backup Controllerのバックアップまたは復元する他のエンティティのバックアップを保存

するターゲットの構成パラメーターが分かっている。詳細については、“災害復旧の準備 ”ページ97

を参照してください。

l 復元するエンティティのバックアップデータを保存するターゲットは、復旧HYCU Backup Controller

を展開する予定のソースにアクセスできる。

l 元のHYCU Backup ControllerのバックアップがiSCSIターゲットに保存されている場合のみ。

iSCSIストレージデバイスは、単一のHYCU Backup Controller専用であり、HYCU以外のアプラ

イアンスはない。

l 元のHYCU Backup Controllerまたは復元する仮想マシン、アプリケーション、ファイル共有、ボ

リュームグループのバックアップがGoogle Cloudターゲットに保存されている場合のみ。Google

Cloudサービスアカウントが作成済みで、HYCUに追加されている。クラウドアカウントをHYCUに

追加する方法に関する説明については、“Google Cloudサービスアカウントの追加”ページ262を

参照してください。

l 元のHYCU Backup Controllerまたは復元する他のエンティティのバックアップが、ターゲット暗号

化が有効になっているターゲットに保存されている場合のみ。元のHYCU Backup Controllerから

暗号化ターゲットキーをエクスポートし、暗号化キーを含むファイルが利用可能であること。

手順

タスク 説明

1. 復旧HYCU Backup Controllerを展開します。
“復旧HYCU Backup Controller

の展開”次のページ

2. 元のHYCU Backup Controllerのバックアップを保存する

ターゲットをインポートします。

インポートされたターゲットには、仮想マシン、アプリケーショ

ン、ファイル共有、ボリュームグループのバックアップが含まれ

る場合もあります。

“ターゲットのインポート ”ページ

195

3. HYCU Backup Controllerを復元する予定のソースを追加

します。

仮想マシン、アプリケーション、ファイル共有、ボリュームグ

ループも復元する場合は、それらを復元する予定のソース

を追加します。

“ソースの追加 ”ページ40
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復旧HYCU Backup Controllerの展開

手順

1. Nutanix PrismWebコンソール( Nutanix AHVクラスターの場合)、vSphere (Web) Client

( Nutanix ESXiクラスターおよびvSphere環境の場合 )、またはAzure Governmentポータル

( Azure Government環境の場合)にログオンします。

2. 元のHYCU Backup Controllerまたは他のエンティティの復元に使用する復旧HYCU Backup

Controllerを展開します。展開する環境に応じて、以下のいずれかを参照してください。

l Nutanix AHVクラスターの場合：“HYCUのNutanix AHVクラスターへの展開”ページ27

l Nutanix ESXiクラスターおよびvSphere環境の場合：“HYCUのNutanix ESXiクラスターまた

はvSphere環境への展開”ページ30

l Azure Government環境の場合：“Azure Government環境へのHYCUの展開 ”ページ33

3. HYCU Backup Controllerの別のソースへの復元を予定している場合のみ。HYCU Backup

Controllerのクローンの作成を有効にします。これを実行するには、HYCU
config.propertiesファイルで、clone.enabled.for.hycu.dr構成設定をtrueに設定し

ます。

HYCU構成設定のカスタマイズ方法に関する説明については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

C注意元のHYCU Backup Controllerがまだアクティブである間は、HYCU Backup
Controllerのクローンをアクティブにしないでください。そのようにすると、データ損失が発生する

可能性があります。

4. 復旧HYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

5. 元のHYCU Backup Controllerのバックアップまたは復元するエンティティのバックアップが、ターゲッ

トの暗号化が有効になっているターゲットに保存されている場合のみ。元のHYCU Backup

Controllerからエクスポートした暗号化キーをインポートします。説明については、“ターゲット暗号

化の構成 ”ページ266を参照してください。

復旧HYCU Backup Controllerの展開後

データ保護のニーズに応じて、災害復旧を実行した後、リカバリHYCU Backup Controllerを保持す

るか削除するかを決定できます。復旧HYCU Backup Controllerを削除すると、次に災害復旧を行

うときに新しい災害復旧を展開する必要があります。

制限事項

NutanixおよびiSCSIターゲットの場合：復旧HYCU Backup Controllerの保持はサポートされていま

せん。このようなターゲットを災害復旧に使用する場合、毎回新しい復旧HYCU Backup Controller

を展開する必要があります。

考慮事項

復元HYCU Backup Controllerを維持することに決定した場合は、次のことを考慮してください。
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l ターゲットのインポートに成功すると、復旧HYCU Backup Controllerは自動的に復旧モードにな

り、以下が適用されます。

o HYCUはインポートしたターゲットを60分ごとに自動的に同期し、最新の復元ポイント (ター

ゲットに保存されたバックアップ)に関する情報、およびインポート可能なターゲットまたは削

除されたターゲットに関する情報を取得します。

n注インポートしたターゲットは、いつでも手動で同期させることもできます。これを実行

するには、「ターゲット」パネルで、「 同期」をクリックします。

o バックアップ操作は無効です。これは、ポリシーの割り当て、手動バックアップの実行、または

手動でバックアップの有効期限を切ることはできないことを意味します。

o 電源オプションの設定は無効です。

o 編集できるのは限られたターゲットオプションのみです。

o ターゲットの追加は無効になります。

l ターゲット同期を成功させるには、復旧HYCU Backup ControllerはHYCUバージョン4.5.0で展

開する必要があります。

l 非アクティブ化されたターゲットは、ターゲット同期から除外されます。

l 既定の自動ターゲット同期値は、データ保護のニーズに合わせて調整できます。HYCU構成設

定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”ページ381を参照して

ください。

ターゲットのインポート

前提条件

l 元のHYCU Backup Controller(まだ存在する場合 )のアクティビティは一時停止されなければな

らず、ジョブは実行できない。説明については、“電源オプションの設定”ページ288を参照してくだ

さい。

l 復旧HYCU Backup Controllerにターゲットが存在しないか、インポートされたターゲットしか存在

できない。そうでない場合、ターゲットのインポートは無効になっています。

l iSCSIまたはNutanixターゲットをインポートする場合：ターゲットは、電源がオンになっている他の

HYCU Backup Controller上でマウント解除する必要があります。

制限事項

インポートされたターゲットへのデータのバックアップはサポートされていません。

考慮事項

l インポートするターゲットには、復元するエンティティの完全なバックアップチェーンが含まれている

必要があります。

l インポートジョブが完了するまで、HYCUを変更しないでください。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。
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手順

1. 復旧HYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

2. 「ターゲット」パネルで、「インポート」をクリックします。「ターゲットのインポート」ダイアログボックス

が開きます。

3. ドロップダウンメニューから、ターゲットのタイプを選択します。

4. 元のターゲット構成と一致するように値を指定して、「次へ」をクリックします。

5. 「バックアップカタログのインポート」ダイアログボックスで、バックアップをインポートするHYCU

Backup Controllerの名前を選択し、「次へ」をクリックします。

6. 「複数のターゲット」ダイアログボックスに、選択したHYCU Backup Controllerおよび他のエンティ

ティのバックアップデータを保存する1つ以上のターゲットが表示されます。追加のターゲットが見つ

かった場合は、それらを1つずつ選択して、元のターゲット構成と一致するように値を指定します。

ターゲットごとに、「検証」をクリックして構成を確認します。

i重要アーカイブターゲットは他のターゲットから個別にインポートする必要があります。

7. 復元に必要なすべてのターゲットを検証したら、「インポート」をクリックします。

n注リストからすべてのターゲットをインポートして、完全なバックアップチェーンを復元に使用

できるようにすることをお勧めします。一部のターゲットをインポートせず、バックアップチェーンが

完了していない場合は、インポート手順を繰り返すことにより、欠落しているターゲットを後で

インポートできます。

ターゲットのインポートが成功した後

l インポートされたターゲットが「ターゲット」パネルにリストされ、それらのモードが読み取り専用に設

定されているため、これらのターゲットにバックアップデータを保存できません。

l HYCU Backup Controllerは「仮想マシン」パネルにリストされ、そのステータスはPROTECTED_

DELETEDです。

l 仮想マシン、アプリケーション、ファイル共有、およびボリュームグループの復旧については、以下の

点を考慮してください。

o 元のデータ保護環境に存在するセルフサービスグループは、復旧HYCU Backup Controller

で再作成されます。再作成されたセルフサービスグループにはユーザーが含まれていません。

仮想マシン、アプリケーション、ファイル共有、ボリュームグループを復元するには、ユーザーを

作成し、それらを、復元する仮想マシン、ファイル共有、ボリュームグループの所有権を持つ

再作成されたユーザーグループに追加する必要があります。説明については、“ユーザー環境

のセットアップ”ページ249を参照してください。

o インポートされたターゲットにバックアップが保存されている仮想マシンは、「仮想マシン」パネ

ルにリストされ、ステータスはPROTECTED_DELETEDです。HYCU Backup Controller以外の

仮想マシンを復元するには、“仮想マシンの復元”ページ113を参照してください。

o インポートされたターゲットにバックアップが保存されているアプリケーションが「アプリケーション」

パネルにリストされ、ステータスはPROTECTED_DELETEDです。アプリケーションを復元するに

は、“アプリケーション全体の復元 ”ページ156を参照してください。
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o インポートされたターゲットにバックアップが保存されているファイル共有が「共有フォルダ」パネ

ルにリストされ、ステータスはPROTECTED_DELETEDです。ファイル共有を復元する方法は、

“ファイル共有データの復元 ”ページ182を参照してください。

o インポートされたターゲットにバックアップが保存されているボリュームグループが「ボリュームグ

ループ」パネルにリストされ、ステータスはPROTECTED_DELETEDです。ボリュームグループを復

元するには、“ボリュームグループの復元 ”ページ188を参照してください。

災害復旧の実行
次のいずれかの方法で、災害復旧を実行します。

復元対象 説明

HYCUバージョン4.0.0以降で作成された復元ポ

イントを使用して、HYCU Backup Controllerを

元のソースに復元します。

“HYCU Backup Controllerの元のソースへの復

元”下

HYCUバージョン4.0.0以降で作成された復元ポ

イントを使用して、HYCU Backup Controllerを

別のソースに復元します。

l Nutanixクラスターで保護されているHYCU

Backup ControllerをvSphere環境に復元

する場合：

“Nutanix AHVクラスターまたはNutanix

ESXiクラスターからvSphere環境への仮想

マシンの復元 ”ページ391

l HYCU Backup Controllerを復元するときに

ソース環境と宛先環境の他のすべての組み

合わせを使用する場合：

“HYCU Backup Controllerの別のソースへ

の復元”ページ201

4.0.0より前のHYCUバージョンで作成された復

元ポイントを使用して、HYCU Backup

Controllerを元のソースまたは別のソースに復元

します。

“仮想ディスクのエクスポート ”ページ137

仮想マシン “仮想マシンの復元”ページ113

アプリケーション “アプリケーション全体の復元”ページ156

ファイル共有 “ファイル共有データの復元”ページ182

ボリュームグループ “ボリュームグループの復元 ”ページ188

HYCU Backup Controllerの元のソースへの復元

元のHYCU Backup Controllerが実行されていたソースに応じて、以下のセクションを参照してくださ

い。
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l “HYCU Backup ControllerのNutanixクラスターまたはvSphere環境への復元 ”下

l “Azure Government環境へのHYCU Backup Controllerの復元 ”次のページ

HYCU Backup ControllerのNutanixクラスターまたはvSphere環境への

復元

HYCU Backup Controllerの元のクラスターが破損していない場合、この手順を使用します。

前提条件

l 復旧HYCU Backup Controllerに、元のHYCU Backup Controllerのクラスターへのネットワークア

クセスがあります。

l HYCU Backup Controllerの復元先に予定しているクラスターに応じて、対応するソースがHYCU

に追加されている。

l 元のHYCU Backup ControllerのバックアップがiSCSIまたはNutanixターゲットに保存されている

場合のみ：ターゲットを非アクティブ化して復元HYCU Backup Controllerから切り離してから、復

元されたHYCU Backup Controllerの電源を入れる必要があります。

手順

1. 復旧HYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

2. 「仮想マシン」パネルで、HYCU Backup Controllerを選択します。

3. 画面の下部に表示される「詳細ビュー」で、最新の復元ポイントを選択します。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

4. 「VMの復元」をクリックします。

5. 「VMの復元」を選択し、「次へ」をクリックします。

6. 「ストレージコンテナを選択します」ドロップダウンメニューから、HYCU Backup Controllerを復元す

る場所を選択します。

7. 復元されたHYCU Backup Controllerが復元後に自動的にオンになるようにする場合は、「仮想

マシンの電源をオンにします」スイッチをオンにしておきます。元のHYCU Backup Controllerがまだ

存在している場合、自動的に削除されます。

8. 「復元」をクリックします。復元されたHYCU Backup Controllerのアクティビティは自動的に一意

停止されます。

9. HYCUWebユーザーインターフェースからログアウトします。

10. 復旧HYCU Backup Controllerを保持しないと決定した場合のみ。ソースから復旧HYCU

Backup Controllerを削除します。説明については、NutanixまたはVMwareの資料を参照してく

ださい。

11. 復元されたHYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

12. HYCU Backup Controllerのアクティビティを再開します。説明については、“電源オプションの設

定”ページ288を参照してください。
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13. Nutanix ESXiクラスターの場合：元のHYCU Backup Controllerが存在しない場合は、HYCU

Backup Controllerに割り当てられた新しいネットワークアダプタの設定を構成します。説明につい

ては、“ネットワークの構成”ページ279を参照してください。

i重要必ずHYCU Backup Controllerの元のIPアドレスを入力します。接続を編集したら、

古いネットワークアダプタを削除します。

Azure Government環境へのHYCU Backup Controllerの復元

この手順は、HYCU Backup Controllerを元のAzure Governmentサブスクリプションに復元する場合

に使用します。

手順

1. 復旧HYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

2. 「仮想マシン」パネルで、HYCU Backup Controllerを選択します。

3. 画面の下部に表示される「詳細ビュー」で、最新の復元ポイントを選択します。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

4. 「VMの復元」をクリックします。

5. 「VMの復元」を選択し、「次へ」をクリックします。

6. 「ロケーション」ドロップダウンメニューから、復元するHYCU Backup Controllerの地理的リージョン

を選択します。

7. 「アベイラビリティゾーン」ドロップダウンメニューから、復元するHYCU Backup Controllerのゾーンを

選択します。

n注選択した地理的リージョンと仮想マシンのサイズによって、データを復元できるゾーンが

決まります。どのゾーンにもデータを復元しない場合は、「なし」を選択します。

8. 「次へ」をクリックします。

9. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l 自動：最新の状態に最速で復元できます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

10. 復元したHYCU Backup Controllerを元のHYCU Backup Controllerと同じ構成設定にする場

合は、「元のVM設定を使用」スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以下を

実行します。

l 「vCPU(s)」フィールドに、復元したHYCU Backup Controllerの仮想CPU数を入力します。

仮想CPUの最大数は1024です。
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l 「メモリ」フィールドで、復元した仮想HYCU Backup Controllerのメモリ量( GiBまたはMiB単

位)を設定します。指定する値は整数でなければならず、4096 GiBを超えることはできませ

ん。

l 「仮想マシンタイプ」ドロップダウンメニューから、仮想マシンタイプを選択します。

n注仮想マシンタイプのリストは、指定した仮想CPUの数とメモリの量に基づいていま

す。どの仮想マシンタイプも指定した値と一致しない場合、リストは空になり、指定した

値を調整する必要があります。

11. 復元したHYCU Backup Controllerを復元後にオンにする場合は、「仮想マシンの電源をオンに

します」スイッチを使用します。元のHYCU Backup Controllerは自動的に削除されます。

12. 「ネットワークインターフェース」で、復元されたHYCU Backup Controllerに追加されるネットワーク

インターフェースを表示できます。既定では、これは元のHYCU Backup Controllerが属するサブ

スクリプションの最初のネットワークインターフェースです。必要であれば、ネットワーク設定も変更

できます。

ネットワーク設定の変更

ネットワーク設定を変更する場合は、ネットワークインターフェースの追加、既存のネットワークイ

ンターフェースの編集、またはネットワークインターフェースの削除を行うことができます。

n注ネットワークインターフェースを追加する場合、同じネットワークにアタッチされている

ネットワークインターフェースしか追加できないことに注意してください。追加できるネットワー

クインターフェースの最大数は、選択した仮想マシンのタイプによって異なります。

ネットワーク設定の変更方法に応じて、次のいずれかを実行します。

l 「ネットワークインターフェースの追加」をクリックしてネットワークインターフェースを追加する

か、編集するネットワークインターフェースの横にある「編集」をクリックして、次の手順に従

います。

a. ネットワークインターフェースを追加する場合のみ。「ネットワーク」ドロップダウンメニュー

から、ネットワークインターフェースのネットワークを選択します。

n注使用可能なネットワークのリストには、復元されたHYCU Backup Controller
用に選択したリージョン内のネットワークのみが含まれます。

b. ネットワークインターフェースを割り当てるサブネットを選択します。

c. 「パブリックIPアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアド

レスを選択します。次のオプションから選択できます。

オプション 説明

なし
パブリックIPアドレスは、復元されたHYCU Backup Controller上の

ネットワークインターフェースに割り当てられません。

動的
動的 IPアドレスが、復元されたHYCU Backup Controller上のネッ

トワークインターフェースに割り当てられます。

静的 静的 IPアドレスが、復元されたHYCU Backup Controller上のネッ
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オプション 説明

トワークインターフェースに割り当てられます。

既存

Azure Governmentで作成した優先するパブリックIPアドレスのリ

ソースが、復元したHYCU Backup Controllerのネットワークイン

ターフェースに割り当てられます。

d. 「プライベート IPアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート

IPアドレスを選択します。次のオプションから選択できます。

オプション 説明

動的
動的 IPアドレスが、復元されたHYCU Backup Controller上のネッ

トワークインターフェースに割り当てられます。

静的
指定する静的 IPアドレスが、復元されたHYCU Backup Controller

上のネットワークインターフェースに割り当てられます。

e. 「追加」または「保存」をクリックします。

l 削除するネットワークインターフェースの横にある「削除」をクリックします。ネットワークイン

ターフェースがないとHYCU Backup Controllerを復元できないことに注意してください。

13. 「復元」をクリックします。復元されたHYCU Backup Controllerのアクティビティは自動的に一意

停止されます。

14. HYCUWebユーザーインターフェースからログアウトします。

15. 復旧HYCU Backup Controllerを保持しないと決定した場合のみ。ソースから復旧HYCU

Backup Controllerを削除します。説明については、Azureの資料を参照してください。

16. 復元されたHYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

17. HYCU Backup Controllerのアクティビティを再開します。説明については、“電源オプションの設

定”ページ288を参照してください。

HYCU Backup Controllerの別のソースへの復元

HYCU Backup Controllerを復元するソースに応じて、以下のセクションを参照してください。

l “HYCU Backup ControllerのNutanixクラスターまたはvSphere環境への復元 ”下

l “Azure Government環境へのHYCU Backup Controllerの復元 ”ページ203

HYCU Backup ControllerのNutanixクラスターまたはvSphere環境への

復元

この手順は、元のHYCU Backup Controllerのクラスターが破損しているか動作不能である場合、ま

たはHYCU Backup Controllerを再配置する場合に使用します。
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前提条件

l 復旧HYCU Backup Controllerに、元のHYCU Backup Controllerを復元する予定のクラスター

へのネットワークアクセスがある。

l HYCU Backup Controllerの復元先に予定しているクラスターに応じて、対応するソースがHYCU

に追加されている。

l 元のHYCU Backup ControllerのバックアップがiSCSIまたはNutanixターゲットに保存されている

場合のみ：ターゲットを非アクティブ化して復元HYCU Backup Controllerから切り離してから、復

元されたHYCU Backup Controllerの電源を入れる必要があります。

手順

1. 元のHYCU Backup Controllerがまだ存在している場合のみ。元のHYCU Backup Controllerの

アクティビティを一時停止します。

C注意元のHYCU Backup Controllerがまだアクティブである間は、HYCU Backup
Controllerのクローンをアクティブにしないでください。この手順をスキップすると、データ損失が

発生する可能性があります。

元のHYCU Backup Controllerのアクティビティを一時停止するには、次の手順を実行します。

a. HYCU Backup Controllerがオフになっている場合のみ。HYCU Backup Controller(仮想マ

シン)をオンにします。

b. HYCUWebユーザーインターフェースにログオンします。

c. HYCU Backup Controllerのアクティビティを一時停止します。説明については、“電源オプ

ションの設定”ページ288を参照してください。

d. 実行中のジョブが完了するのを待機します。これは、ジョブの実行ステータスでジョブリストを

フィルタリングすることで確認できます。説明については、“データのフィルタリング”ページ224を

参照してください。

2. 元のHYCU Backup Controllerがまだ存在している場合のみ。以下のいずれかを実行します。

l ソースからHYCU Backup Controllerを削除します。

Nutanix PrismWebコンソール、vSphere (Web) Client、またはAzure Governmentポータル

で、ソースからHYCU Backup Controllerを削除します。説明については、Nutanix、

VMware、またはAzureの資料を参照してください。

l HYCU Backup Controllerのアクティビティが、クローンの展開後に再開されないようにします。

3. 復旧HYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

4. 「仮想マシン」パネルで、元のHYCU Backup Controllerを選択します。

5. 画面の下部に表示される「詳細ビュー」で、最新の復元ポイントを選択します。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

6. 「VMの復元」をクリックします。

7. 「VMのクローン」を選択し、「次へ」をクリックします。
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8. 「ストレージコンテナを選択します」ドロップダウンメニューから、HYCU Backup Controllerを復元す

る場所を選択します。

9. 復元されたHYCU Backup Controllerが復元後に自動的にオンになるようにする場合は、「仮想

マシンの電源をオンにします」スイッチをオンにしておきます。

10. 「復元」をクリックします。復元されたHYCU Backup Controllerのアクティビティは自動的に一意

停止されます。

11. HYCUWebユーザーインターフェースからログアウトします。

12. 復旧HYCU Backup Controllerを保持しないと決定した場合のみ。ソースから復旧HYCU

Backup Controllerを削除します。説明については、Nutanix、VMware、またはAzureの資料を

参照してください。

13. 復元されたHYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

14. HYCU Backup Controllerのアクティビティを再開します。説明については、“電源オプションの設

定”ページ288を参照してください。

15. 元のHYCU Backup Controllerのネットワーク設定を使用する場合のみ。HYCU Backup

Controllerのネットワークアダプタの設定を構成します。説明については、“ネットワークの構成”

ページ279を参照してください。

n注必ずHYCU Backup Controllerの元のIPアドレスを入力します。

Azure Government環境へのHYCU Backup Controllerの復元

この手順は、HYCU Backup Controllerを再配置する場合に使用します。

考慮事項

HYCU Backup ControllerがAzure Governmentに展開されている場合、ネットワーク設定の変更は

HYCUで禁止されます。

手順

1. 元のHYCU Backup Controllerがまだ存在している場合のみ。元のHYCU Backup Controllerの

アクティビティを一時停止します。

C注意元のHYCU Backup Controllerがまだアクティブである間は、HYCU Backup
Controllerのクローンをアクティブにしないでください。この手順をスキップすると、データ損失が

発生する可能性があります。

元のHYCU Backup Controllerのアクティビティを一時停止するには、次の手順を実行します。

a. HYCU Backup Controllerがオフになっている場合のみ。HYCU Backup Controller(仮想マ

シン)をオンにします。

b. HYCUWebユーザーインターフェースにログオンします。

c. HYCU Backup Controllerのアクティビティを一時停止します。説明については、“電源オプ

ションの設定”ページ288を参照してください。

d. 実行中のジョブが完了するのを待機します。これは、ジョブの実行ステータスでジョブリストを
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フィルタリングすることで確認できます。説明については、“データのフィルタリング”ページ224を

参照してください。

2. 元のHYCU Backup Controllerがまだ存在している場合のみ。以下のいずれかを実行します。

l ソースからHYCU Backup Controllerを削除します。

Azure Governmentで、ソースからHYCU Backup Controllerを削除します。説明について

は、Azureの資料を参照してください。

l HYCU Backup Controllerのアクティビティが、クローンの展開後に再開されないようにします。

3. 復旧HYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

4. 「仮想マシン」パネルで、元のHYCU Backup Controllerを選択します。

5. 画面の下部に表示される「詳細ビュー」で、最新の復元ポイントを選択します。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

6. 「VMのクローン」を選択し、「次へ」をクリックします。「VMのクローン」ダイアログボックスが開きま

す。

7. 「宛先ソース」ドロップダウンメニューから、HYCU Backup Controllerを復元する場所を選択しま

す。

8. 「サービスプリンシパル」ドロップダウンメニューから、必要なリソースにアクセスできるサービスプリンシ

パルを選択します( HYCU Backup Controllerの復元元のソースおよび復元先 )。

9. 「サブスクリプション」ドロップダウンメニューから、復元するHYCU Backup Controllerのサブスクリプ

ションを選択します。

10. 「リソースグループ」ドロップダウンメニューから、復元するHYCU Backup Controllerのリソースグ

ループを選択します。

11. 「ロケーション」ドロップダウンメニューから、復元するHYCU Backup Controllerの地理的リージョン

を選択します。

12. 「アベイラビリティゾーン」ドロップダウンメニューから、復元するHYCU Backup Controllerのゾーンを

選択します。

n注選択した地理的リージョンと仮想マシンのサイズによって、データを復元できるゾーンが

決まります。どのゾーンにもデータを復元しない場合は、「なし」を選択します。

13. 「次へ」をクリックします。

14. 「復元元」ドロップダウンメニューから、復元に使用する層を選択します。復元ポイントには1つ以

上の層を含めることができ、その中から以下を選択できます。

l 自動：最新の状態に最速で復元できます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

15. 「新しいVM名」フィールドで、復元されたHYCU Backup Controllerの名前を指定します。
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16. 復元した仮想マシンを元の仮想マシンと同じ構成設定にする場合は、「元のVM設定を使用」

スイッチを使用します。

構成設定のいずれかを変更する場合は、「元のVM設定を使用」スイッチを無効にして、以下を

実行します。

l 「vCPU(s)」フィールドに、復元したHYCU Backup Controllerの仮想CPU数を入力します。

仮想CPUの最大数は1024です。

l 「メモリ」フィールドで、復元したHYCU Backup Controllerのメモリ量( GiBまたはMiB単位 )を

設定します。指定する値は整数でなければならず、4096 GiBを超えることはできません。

l 「仮想マシンタイプ」ドロップダウンメニューから、仮想マシンタイプを選択します。

n注仮想マシンタイプのリストは、指定した仮想CPUの数とメモリの量に基づいていま

す。どの仮想マシンタイプも指定した値と一致しない場合、リストは空になり、指定した

値を調整する必要があります。

17. 復元したHYCU Backup Controllerを復元後にオンにする場合は、「仮想マシンの電源をオンに

します」スイッチを使用します。元のHYCU Backup Controllerは自動的に削除されます。

18. 「ネットワークインターフェース」で、復元されたHYCU Backup Controllerに追加されるネットワーク

インターフェースを表示できます。既定では、これは元のHYCU Backup Controllerが属するサブ

スクリプションの最初のネットワークインターフェースです。必要であれば、ネットワーク設定も変更

できます。

ネットワーク設定の変更

ネットワーク設定を変更する場合は、ネットワークインターフェースの追加、既存のネットワークイ

ンターフェースの編集、またはネットワークインターフェースの削除を行うことができます。

n注ネットワークインターフェースを追加する場合、同じネットワークにアタッチされている

ネットワークインターフェースしか追加できないことに注意してください。追加できるネットワー

クインターフェースの最大数は、選択した仮想マシンのタイプによって異なります。

ネットワーク設定の変更方法に応じて、次のいずれかを実行します。

l 「ネットワークインターフェースの追加」をクリックしてネットワークインターフェースを追加する

か、編集するネットワークインターフェースの横にある「編集」をクリックして、次の手順に従

います。

a. ネットワークインターフェースを追加する場合のみ。「ネットワーク」ドロップダウンメニュー

から、ネットワークインターフェースのネットワークを選択します。

n注使用可能なネットワークのリストには、復元されたHYCU Backup Controller
用に選択したリージョン内のネットワークのみが含まれます。

b. ネットワークインターフェースを割り当てるサブネットを選択します。

c. 「パブリックIPアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアド

レスを選択します。次のオプションから選択できます。
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オプション 説明

なし
パブリックIPアドレスは、復元されたHYCU Backup Controller上の

ネットワークインターフェースに割り当てられません。

動的
動的 IPアドレスが、復元されたHYCU Backup Controller上のネッ

トワークインターフェースに割り当てられます。

静的
静的 IPアドレスが、復元されたHYCU Backup Controller上のネッ

トワークインターフェースに割り当てられます。

既存

Azure Governmentで作成した優先するパブリックIPアドレスのリ

ソースが、復元したHYCU Backup Controllerのネットワークイン

ターフェースに割り当てられます。

d. 「プライベート IPアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート

IPアドレスを選択します。次のオプションから選択できます。

オプション 説明

動的
動的 IPアドレスが、復元されたHYCU Backup Controller上のネッ

トワークインターフェースに割り当てられます。

静的
指定する静的 IPアドレスが、復元されたHYCU Backup Controller

上のネットワークインターフェースに割り当てられます。

e. 「追加」または「保存」をクリックします。

l 削除するネットワークインターフェースの横にある「削除」をクリックします。ネットワークイン

ターフェースがないと仮想マシンを復元できないことに注意してください。

19. 「復元」をクリックします。復元されたHYCU Backup Controllerのアクティビティは自動的に一意

停止されます。

20. HYCUWebユーザーインターフェースからログアウトします。

21. 復旧HYCU Backup Controllerを保持しないと決定した場合のみ。ソースから復旧HYCU

Backup Controllerを削除します。説明については、Azureの資料を参照してください。

22. 復元されたHYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンします。

23. HYCU Backup Controllerのアクティビティを再開します。説明については、“電源オプションの設

定”ページ288を参照してください。

HYCUインスタンスの再作成
ファイルサーバー共有の保護にHYCUを使用している場合、データ保護環境には、HYCU Backup

Controllerに接続されている少なくとも1つのHYCU インスタンスが含まれます。したがって、災害の重

大度に応じて、復元されたHYCU Backup ControllerへのHYCU インスタンスの接続を再確立する

か、またはHYCU インスタンスを再作成する必要があります。
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影響を受けるコンポーネン

ト
HYCU インスタンスに対する必須アクション

HYCU Backup Controller
HYCU Backup Controllerに接続されていたすべてのHYCUインスタ

ンスの再接続

HYCU インスタンス HYCUインスタンスの復元

前提条件

HYCU Backup Controllerの復元が完了し、HYCU Backup Controllerがオンになっている。

手順

1. HYCUWebユーザーインターフェースにログオンします。

2. 「 管理」をクリックして、「インスタンス」を選択します。

3. 各HYCU インスタンスについて、その状態に応じて、以下のいずれかを実行します。

l HYCU インスタンスはまだソース上にあります。

a. HYCU インスタンスがオンになっている場合のみ。Nutanix PrismWebコンソールから、

HYCU インスタンスをオフにします。

b. Nutanix PrismWebコンソールから、HYCU インスタンスをオンにします。これによりHYCU

Backup Controllerへの接続が確立され、自動的に再構成されます。

l HYCU インスタンスは破損しているかすでに存在していません。

a. HYCU インスタンスの名前を維持する場合のみ。「インスタンス」ダイアログボックスから、

HYCU インスタンスのVM名、ホスト名、ソース、およびIPアドレスオプション値をメモしま

す。

b. 元のHYCU インスタンスがまだ存在しており、破損している場合のみ。Nutanix Prism

Webコンソールから、対応する仮想マシンをソースから削除します。

c. HYCU インスタンスの新しい名前を使用する場合のみ。HYCU インスタンスをHYCU

Webユーザーインターフェースから削除します。説明については、“HYCUインスタンスの管

理”ページ271を参照してください。

d. 新しいHYCU インスタンスを作成します。元のHYCU インスタンスと同じソースで作成す

る必要はありません。説明については、“ファイルサーバーの追加”ページ46を参照してく

ださい。

i重要HYCU インスタンスは、ご使用のHYCU Backup Controllerと同じHYCU仮
想アプライアンスイメージ( OVFパッケージ)から作成する必要があります。

HYCU インスタンスの名前を維持する場合のみ。新しいHYCU インスタンスが元の

HYCU インスタンスと同じ名前、ホスト名、およびネットワーク設定で構成されている

ことを確認します。

データ保護環境の変更により、HYCU インスタンスがもう必要ないことに気付いた場合は、それらを

削除できます。説明については、“HYCUインスタンスの削除 ”ページ273を参照してください。
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日々のタスクの実行

データ保護環境の安全で信頼できるパフォーマンスを確保するために、HYCUは日々の活動をサ

ポートするためのさまざまなメカニズムを提供します。

目的 手順

データ保護環境の状態の概要を一目で把握し、最終的

なボトルネックを特定し、データ保護環境のさまざまな箇

所を検査します。

“HYCUダッシュボードの使用 ”次の

ページ

環境で実行されているジョブを追跡し、特定のジョブステー

タスの分析情報を得て、ジョブレポートを生成し、現在実

行中のジョブをキャンセルします。

“HYCUジョブの管理”ページ210

環境で発生しているすべてのイベントを表示します。 “HYCUイベントの管理”ページ212

イベントの発生時に通知を送信するようにHYCUを構成し

ます。
“イベント通知の構成”ページ212

イベントおよびジョブの消去を有効にします。
“イベントおよびジョブの消去の有効

化”ページ215

データ保護環境のさまざまな側面に関するレポートを取得

します。
“HYCUレポートの使用”ページ216

エンティティ詳細を表示します。 “エンティティ詳細の表示”ページ221

フィルターを適用して、表示されている項目のリストを絞り

込みます。
“データのフィルタリング”ページ224

任意のパネルのテーブルに表示できるデータをJSONまたは

CSVファイルにエクスポートします。

“パネルのコンテンツのエクスポート ”

ページ231

ターゲット情報を表示、ターゲットのアクティブ化や非アク

ティブ化、iSCSIターゲットの容量を増やしたり、ターゲットを

編集または削除したりします。

“ターゲットの管理”ページ232

ポリシー情報を表示するか、ポリシーを編集または削除し

ます。
“ポリシーの管理 ”ページ236

データを手動でバックアップします。 “手動バックアップの実行 ”ページ238

第9章
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目的 手順

検証ポリシーをセットアップし、バックアップ検証をスケジュー

ルします。

“検証ポリシーのセットアップ”ページ

239

データを手動でアーカイブします。
“データの手動でのアーカイブ”ページ

242

スナップショットを再作成します “スナップショットの再作成 ”ページ243

データ保護の効率や信頼性を低下させる可能性があるNutanix環境内での認識された問題の場合

(たとえば、ストレージ、vCPU、またはメモリ使用率が超過している)、データ保護の目標をより適正

に満たせるように調整を加えることができます。詳細については、“HYCU仮想マシンリソースの調整 ”

ページ244を参照してください。

HYCUダッシュボードの使用
HYCUダッシュボードにより、環境内のデータ保護ステータスの概要を一目で確認できます。この直感

的なダッシュボードにより、すべてのデータ保護アクティビティを監視し、注意が必要な箇所をすばやく

特定できます。このダッシュボードは、対応するウィジェットをクリックするだけで目的のデータに簡単に

アクセスできるため、日々のタスクの開始点として使用できます。

「ダッシュボード」パネルへのアクセス

「ダッシュボード」パネルにアクセスするには、ナビゲーションペインで、「ダッシュボード」をクリックしま

す。

i重要ユーザーロールは、表示およびアクセスを許可されるウィジェットを定義します。

以下の表は、各ウィジェットで見つけることができる情報の種類を説明しています。

ダッシュボードウィジェッ

ト
説明

仮想マシン

環境内の保護されている仮想マシンと物理マシンの割合、および保護さ

れている、保護されていない、移行 /DR対応のそれぞれの仮想マシンと物

理マシンの正確な数を表示します。仮想マシンまたは物理マシンが考慮

されます。

l 保護済み：少なくとも1つの有効なバックアップが利用でき、除外ポリ

シーが割り当てられていない場合、アプリケーションは保護されている

と見なされます。

l 移行 /DR準備完了：現在のバックアップチェーン内のすべてのバック

アップがいずれかのクラウドターゲットに保存され、最新のバックアップ

中に正常なプラットフォーム準備チェックが実行された場合。

仮想および物理マシンの保護の詳細については、“仮想マシンのバックアッ

プ”ページ111を参照してください。
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ダッシュボードウィジェッ

ト
説明

アプリケーション

保護されたアプリケーションの割合と、保護されたアプリケーションと保護さ

れていないアプリケーションの正確な数を表示します。少なくとも1つの有

効なバックアップが利用でき、除外ポリシーが割り当てられていない場合、

アプリケーションは保護されていると見なされます。アプリケーションの保護

の詳細については、“アプリケーションのバックアップ”ページ155を参照してく

ださい。

HYCUコントローラー*

HYCU Backup Controllerがある仮想マシンに関するリソース情報を表示

します(ストレージ、vCPU、およびメモリ)。これらの値のいずれかがクリティ

カル値に達した場合(つまり、円で示された値のいずれかが赤になった場

合)の対処方法の詳細については、“HYCU仮想マシンリソースの調整 ”

ページ244を参照してください。

バックアップ 過去7日間のバックアップジョブの成功率を示します。

ターゲット *
既存のターゲットの数、全体的な容量使用率、およびターゲットタイプご

との使用率を表示します。ターゲットのセットアップの詳細については、

“ターゲットのセットアップ”ページ58を参照してください。

ポリシー

準拠しているポリシーの割合と、準拠および非準拠ポリシーの正確な数

を示します。このポリシーが割り当てられているすべてのエンティティがポリ

シー設定に準拠している場合、ポリシーは準拠していると見なされます。

ポリシーの詳細については、“バックアップ戦略の定義 ”ページ79を参照し

てください。

ジョブ

ステータス(成功、警告、失敗、進行中、待機中 )に応じた過去56時間

のデータ保護環境内のジョブの数を表示します。ジョブの詳細について

は、“HYCUジョブの管理 ”下を参照してください。

イベント

ステータス(成功、警告、失敗)に応じた過去56時間のデータ保護環境

内のイベントの数を表示します。イベントの詳細については、“HYCUイベ

ントの管理”ページ212を参照してください。

*インフラストラクチャグループ管理者のみ。

HYCUジョブの管理
「ジョブ」パネルで、以下を実行できます。

l 現在実行中のプロセスを確認します。

l 完了および停止したプロセスを確認します。

l ジョブを選択したら、画面の下部に表示される「詳細ビュー」で、特定のジョブの詳細を確認しま

す。
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tヒント特定のタスク(データのバックアップなど)の進行状況バーで一時停止することで、す

でにバックアップ済みのデータの量や、進行状況時間の最終更新日など、タスクに関する追

加情報を利用できます。

l アタッチされているボリュームグループがある仮想マシンの場合：仮想マシンにアタッチされているボ

リュームグループのバックアップと復元プロセスのステータスを確認します。これを行うには、アタッチ

されたボリュームグループがある仮想マシンのバックアップジョブまたは復元ジョブの横にある矢印を

クリックします。アタッチされたボリュームグループプロセスとそのステータスのリストが展開されます。

ボリュームグループプロセスは一度にすべて表示されるのではなく、ジョブが進行するにつれて1つ

ずつ表示されることに注意してください。

l 特定のジョブに関するレポートを選択して生成し、「 レポートを見る」をクリックします。クリップ

ボードへのレポートをコピーするには、開かれた「ジョブレポート」ダイアログボックスで、「クリップボー

ドにコピー」をクリックします。

l 現在実行中または待機中のジョブを選択してキャンセルし、「 ジョブを中止する」をクリックしま

す。

l ジョブの消去を有効にします。詳細については、“イベントおよびジョブの消去の有効化”ページ

215を参照してください。

考慮事項

バックアップ、バックアップコピー、またはアーカイブジョブに失敗すると、HYCUはジョブの再試行を自動

的にスケジュールします。以下について考慮してください。

l バックアップジョブが失敗すると、RPO値に達するまで、それぞれの連続する再試行の時間間隔

は2倍となります(たとえば、既定では最初の再試行は15分後、2回目は30分後、3回目は1時

間後、のようになります)。RPO値に達すると、バックアップジョブを再試行する時間間隔は、RPO

に指定されたものと同じになります。

l バックアップコピージョブが失敗すると、HYCUは失敗したジョブを15分の時間間隔で2回再試行

します(既定の場合)。どちらの再試行も失敗した場合、ジョブの再試行は24時間中断されま

す。

l アーカイブジョブが失敗すると、HYCUは失敗したジョブを15分後に1回再試行します(既定の場

合)。この再試行が失敗した場合、ジョブの再試行は12時間中断されます。

「ジョブ」パネルへのアクセス

「ジョブ」パネルにアクセスするには、ナビゲーションペインで、「ジョブ」をクリックします。

tヒント 「 更新」をクリックして、ジョブのリストを更新できます。

各ジョブについて次の情報を入手できます。

ジョブ情報 説明

名前
実行されたジョブの名前 (たとえば、ソースの追加、ターゲットの追加、バックアッ

プの実行など)

ステータス
ジョブの現在のステータス(たとえば、キューに入っている、実行ステータスを示す

進行状況バー、OK、またはエラーなど)。
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ジョブ情報 説明

作成日時 ジョブが作成された日時。

終了日時 ジョブが終了した日時。

HYCUイベントの管理
「イベント」パネルで、以下を実行できます。

l お使いの環境で発生しているすべてのイベントを表示します。

l 選択したイベントについての詳細を確認します。

l 指定したフィルターに一致するイベントをリストします。

l イベントの発生時に通知を送信するようにHYCUを構成します。詳細については、“イベント通知

の構成”下を参照してください。

l イベントの消去を有効にします。詳細については、“イベントおよびジョブの消去の有効化”ページ

215を参照してください。

「イベント」パネルへのアクセス

「イベント」パネルにアクセスするには、ナビゲーションペインで、「イベント」をクリックします。

tヒント 「 更新」をクリックして、イベントのリストを更新できます。

各イベントについて次の情報を入手できます。

イベント情

報
説明

ステータス イベントのステータス(成功、警告、失敗)

メッセージ イベントの説明

カテゴリー
イベントが属するカテゴリー(たとえば、ポリシー、バックアップ、資格情報、内部イベン

トの場合のシステムなど)。

タイムスタン

プ
イベント作成時刻

イベントの概要やイベントの詳細を検索できる「詳細ビュー」を開くには、優先するイベントをクリックし

ます。

tヒント 「詳細ビュー」を最小化するには、「最小化」をクリックするか、またはスペースバーを押し

ます。元のサイズに戻すには、「最大化」をクリックするか、またはスペースバーを押します。

イベント通知の構成
HYCUは、データ保護環境で新しいイベントが発生したときに通知を送信するように構成できます。こ

れによりデータ保護環境をより効率的に監視および管理し、必要な場合はすぐにイベントに対応す
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ることができます。メールやWebhookを通知チャネルとしてセットアップできます。

「通知」ダイアログボックスへのアクセス

「通知」ダイアログボックスにアクセスするには、ナビゲーションペインで「イベント」をクリックし、ツール

バーで「 通知」をクリックします。

どの通知チャネルを使用するかに応じて、次のセクションのいずれかを参照してください。

l “メール通知のセットアップ”下

l “Webhook通知のセットアップ”下

メール通知のセットアップ

前提条件

HYCUはSMTPを使用してメール通知を送信するため、SMTPサーバーを構成する必要があります。

詳細については、“SMTPサーバーの構成”ページ290を参照してください。

手順

1. 「通知」ダイアログボックスで、「Eメール」タブをクリックし、「 新規」をクリックします。

2. 「件名」フィールドで、Eメール通知の件名を入力します。

3. 「カテゴリー」ドロップダウンメニューから、イベントが属する1つ以上のカテゴリー(ポリシー、バックアッ

プ、資格情報、システムなど)を選択します。すべてのカテゴリーを含めるには「すべてを選択」をク

リックします。

4. 「ステータス」ドロップダウンメニューから、イベントのステータス(成功、警告、失敗)を選択します。

すべてのステータスを含めるには「すべてを選択」をクリックします。

5. 「言語」ドロップダウンメニューから、メール通知に使用する言語を選択します。

6. 「電子メールアドレス」フィールドに、通知の送信先となる電子メールアドレスを1つ以上入力しま

す。複数のメールアドレスを入力する場合には、それぞれを入力してから必ずスペースバーを押し

ます。

7. 「保存」をクリックします。

変更内容は即時に有効となり、通知設定で指定した電子メールアドレスに電子メール通知が送信

されます。

既存のメール通知の設定は後から編集することができます( 「編集」をクリックして必要な変更を行

います)。または不要になったものは削除できます( 「削除」をクリックします)。

Webhook通知のセットアップ

手順

1. 「通知」ダイアログボックスで、「Webhook」タブをクリックし、「 新規」をクリックします。

2. Webhook通知の名前とその説明 (オプション)を入力します。
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3. 「カテゴリー」ドロップダウンメニューから、イベントが属する1つ以上のカテゴリー(ポリシー、バックアッ

プ、資格情報、システムなど)を選択します。すべてのカテゴリーを含めるには「すべてを選択」をク

リックします。

4. 「ステータス」ドロップダウンメニューから、イベントのステータス(成功、警告、失敗)を選択します。

すべてのステータスを含めるには「すべてを選択」をクリックします。

5. 「言語」ドロップダウンメニューから、Webhook通知に使用する言語を選択します。

6. 「Post URL」フィールドに、Webhook通知の送信先とするエンドポイントのURLを、次のいずれか

の形式で入力します。

https://<Host>
https://<Host>/<Path>

指定されたURLにHYCUが送信するデータ形式の詳細については、“Webhookデータ形式 ”下を

参照してください。

7. 受信側のエンドポイントが送信者のIDを必要とする場合のみ。「認証タイプ」ドロップダウンメ

ニューから、以下のいずれかの認証タイプを選択します。

l 「Basic認証」を選択した場合は、Webhookエンドポイントに関連するユーザー名とパスワー

ドを入力します。

l 「シークレットによる認証」を選択した場合は、Webhookエンドポイントに接続するためのシー

クレットを入力します。

8. 「次へ」をクリックします。

9. オプション：HYCUから送信されたリクエスト本文をカスタマイズします。HYCUのフィールドリストで

該当するフィールドをクリックすると、イベント変数を簡単に本文に挿入できます。

i重要本文で定義したフォーマットが、Webhook通知の送信先のプラットフォームでサポー

トされていることを確認します。

Webhookリクエスト本文の形式については、“Webhookデータ形式 ”下を参照してください。

10. 「保存」をクリックします。

変更内容は即時に有効となり、通知設定で指定したURLにWebhook通知が送信されます。

既存のWebhook通知の設定は後から編集することができます( 「編集」をクリックして必要な変更を

行います)。または不要になったものは削除できます( 「削除」をクリックします)。

Webhookデータ形式

Webhookデータ形式は、次により定義されます。

l HYCUによって送信されるHTTPリクエストヘッダー

l HYCUによって送信されるHTTPリクエスト本文

l Webhookエンドポイントにより送信され、HYCUにより受信されたHTTP応答コード

HTTPリクエストヘッダー

リクエストヘッダーは次の形式で送信されます。
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content-type = application/json
x-hycu-signature = base64(hmac(body, secret, 'sha256'))

n注x-hycu-signatureリクエストヘッダーは、Webhookシークレットが指定されている場合の

み送信されます。

HTTPリクエスト本文

リクエスト本文は次の形式で送信されます。

{
"severity": "<severity-value>",
"created": "<created-value>",
"details": "<details-value>",
"category": "<category-value>",
"message": "<message-value>",
"user": "<user-value>",
"taskId": "<taskId-value>"
}

n注null値は無視されます。

HTTP応答コード

Webhook URLは、HTTPステータスコード204の応答を必ず返します。

イベントおよびジョブの消去の有効化
HYCUデータベースからのデータの消去を有効にすると、日々のビジネス操作に必要なくなったイベン

トやジョブ(また関連する全ジョブレポート )をHYCUが定期的に削除するように構成することができま

す。

前提条件

インフラストラクチャグループ管理者であること。

考慮事項

対応する復元ポイントが存在しないか期限切れの場合にのみ、バックアップ、バックアップのコピー、

アーカイブに関連するジョブは削除されます。

イベントを消去するのかジョブを消去するのかに応じて、次のいずれかのパネルにアクセスします。

l 「イベント」パネルへのアクセス

「イベント」パネルにアクセスするには、ナビゲーションペインで、「イベント」をクリックします。

l 「ジョブ」パネルへのアクセス

「ジョブ」パネルにアクセスするには、ナビゲーションペインで、「ジョブ」をクリックします。
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手順

1. 「イベント」または「ジョブ」パネルで「パージ構成」をクリックします。

2. 状況に応じて、「イベントのパージを有効にする」または「ジョブのパージを有効にする」スイッチを

使用します。

3. データを保持する年数、月数、週数、日数を指定します。指定した値よりも古いイベントやジョ

ブは消去されます。最大値は99年です。

4. 「保存」をクリックすると、指定値を基にしてHYCUデータベースの消去が開始されます。

i重要このアクションを元に戻すことはできません。削除したイベントデータやジョブデータは

取得することができなくなります。

イベントやジョブの消去を有効にしても、後からいつでも消去構成を編集することや消去を無効にす

ることができます。

HYCUレポートの使用
HYCUレポートは、データ保護環境のリソースとジョブの視覚的なプレゼンテーションを提供します。こ

の包括的で正確なプレゼンテーションにより、データを分析するための最適なビューが得られるので、

データの保護について最善の判断を下すことができます。

レポートデータは、表またはグラフとして表示できます。レポートを視覚化するために、棒グラフ、ヒート

マップ、折れ線グラフ、面グラフ、散布図などのレポートグラフタイプが使用されます。

考慮事項

ユーザーグループとユーザーロールによって、表示できるレポートデータの種類と実行できるレポートア

クションが決まることに注意してください。

“レポートの開始”下で説明されているレポートに精通したら、次のように続行できます。

l レポートを表示します。詳細については、“レポートの表示”ページ218を参照してください。

l レポートを生成します。詳細については、“レポートの生成”ページ219を参照してください。

l レポートをスケジュールします。詳細については、“レポートのスケジューリング”ページ220を参照し

てください。

n注レポートをスケジュールするときは、レポートをメールで送信することも選択できます。

l レポートをエクスポートおよびインポートします。詳細については、“レポートのエクスポートおよびイ

ンポート ”ページ220を参照してください。

「レポート」パネルへのアクセス

「レポート」パネルにアクセスするには、ナビゲーションペインで、「 レポート」をクリックします。

レポートの開始

定義済みレポートを利用するか、追加のレポートを作成して、データ保護環境をよりよく理解し、潜

在的な問題を特定し、パフォーマンスを向上させることができます。
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定義済みレポートのリストについては、“定義済みレポート ”下を参照してください。レポートの作成方

法の説明については、“レポートの作成”下を参照してください。

定義済みレポート

「」アイコンで表される定義済みレポートにより、データ転送、ジョブステータス、バックアップの数、保

護されたデータの量など、データ保護環境の重要な側面に関するレポートを取得できます。これらの

レポートは編集または削除できません。

定義済みレポート 説明

Entity compliance

status

バックアップ要件に準拠および非準拠の仮想マシンと物理マシン、アプリ

ケーション、および共有のリスト。

Hourly activities per

policy

割り当てられたポリシーのリストと、過去24時間の各時間に実行されてい

た対応するジョブの数。

Hourly activities per

target*
ターゲットのリストと、過去24時間の各時間に実行されていた対応する

ジョブの数。

Protected data 毎日計算される保護されたデータの総量。

Protected data per

policy
ポリシーごとに過去24時間に保護されたデータの量。

Protected data per

owner*
所有者ごとの保護されたデータの総量。

Protected data per

target*
ターゲットごとの過去24時間の保護されたデータの量。

Protected data

timeline per target*
ターゲットごとの保護されたデータの1日の量。

Protected VM size per

target *
保護された仮想マシンと物理マシンのリスト、およびターゲット間での対応

する保護されたデータの配布。

VM backup status
バックアップのステータスや期間、バックアップサイズなどの情報を含む、過

去24時間に発生したバックアップのリスト。

VM backup status per

target*
ターゲットと、バックアップのステータスや期間、バックアップサイズなどの情

報を含む、過去24時間に発生した関連バックアップのリスト。

*インフラストラクチャグループ管理者のみが利用できます。

レポートの作成

定義済みレポートがレポート要件を満たさない場合は、新しいレポートを作成して、要件に合わせて

調整できます。

前提条件

管理者ユーザーロールが割り当てられている。
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新しいレポートを最初から作成するか、または既存のレポートを編集して新しいレポートとして保存す

るかに応じて、以下を実行します。

目的 手順

新規レポートをゼロから作

成します。

1. 「レポート」パネルで、「 新規」をクリックします。「レポート構成」

ダイアログボックスが開きます。

2. レポート名とその説明(オプション)を入力します。

3. レポートのタイプを選択します。

4. 収集したデータセットに基づいて計算を実行するために使用す

る集計値を選択します。

5. レポートの時間範囲を指定します。定義済みの時間範囲を選

択するか、「カスタム」を選択してからカレンダーを使用して、時

間範囲の開始日と終了日を選択することができます。

6. x軸とy軸の間でレポートに含める収集データのレポートタグを配

布し、収集データのレポートでの表示方法を決定します。

7. 「保存」をクリックします。

既存のレポートを編集し

て、新しいレポートとして保

存します。

1. 「レポート」パネルで、レポートのリストから、編集して新しいレ

ポートとして保存するレポートを選択し、「編集」をクリックしま

す。「レポート構成」ダイアログボックスが開きます。

2. レポートの新しい名前を入力し、必要な変更を加えます。

3. 「名前を付けて保存」をクリックします。

作成済みレポートはいずれも後から編集することができます( 「編集」をクリックして必要な変更を行

います)。または不要になったものは削除できます( 「削除」をクリックします)。「」アイコンで表される

定義済みレポートは編集または削除できません。

レポートの表示

データ保護環境の現在の状態に関するレポート、または手動あるいは自動で生成された保存済み

レポートを表示できます。

目的 手順

データ保護環境の現在の

状態に関するレポートを表

示します。

「レポート」パネルで、レポートのリストから、優先するレポートを選択

し、それをダブルクリックするかまたは「 プレビュー」をクリックします。

保存済みレポートを表示し

ます。

1. 「レポート」パネルで、レポートのリストから、優先するレポートを

選択します。

2. 画面の下部に表示される「詳細ビュー」で、優先するレポート

バージョンを選択し、「 ビュー」をダブルクリックまたはクリックしま

す。
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目的 手順

手動または自動でレポートを生成する方法の詳細については、“レ

ポートの生成”下または“レポートのスケジューリング”次のページを参

照してください。

開かれたダイアログボックスで、レポートデータを表示することに加え、以下も実行できます。

l レポートを切り替えます。

l PDF、PNG、またはCSV形式のレポートをダウンロードします。これを実行するには、「ダウンロー

ド」をクリックし、使用可能な形式の1つを選択します。

l 管理者ユーザーロールが割り当てられているユーザーの場合：データ保護環境の現在の状態に

関するレポートを表示する場合、「生成」をクリックしてこのバージョンのレポートを保存できます。

保存されたレポートは、レポートバージョンのリストに追加されます。

レポートの生成

レポートを生成すると、実際には選択したレポートの現在のバージョン(レポートバージョン)のコピーが

将来の参照用に保存されます。

前提条件

管理者ユーザーロールが割り当てられている。

手順

1. 「レポート」パネルで、レポートのリストから、生成するレポートを選択します。

n注選択可能などのレポートもレポート要件を満たさない場合、新しいレポートを作成でき

ます。詳細については、“レポートの作成 ”ページ217を参照してください。

2. 画面の下部に表示される「詳細ビュー」で、「 生成」をクリックします。「レポートバージョンの生

成」ダイアログボックスが開きます。

3. オプション：レポートの説明を入力します。

4. 「生成」をクリックします。

tヒント選択したレポートのバージョンは、「 プレビュー」、次に「生成」をクリックして保存すること

もできます。

生成されたレポートは、対応するレポートを選択したときに画面の下部に表示される「詳細ビュー」

の、レポートバージョンのリストに追加されます。

後で以下を実行できます。

l 保存済みレポートを表示します。詳細については、“レポートの表示”前のページを参照してくださ

い。

l 不要になった保存済みレポートを削除します。これを実行するには、優先するレポートバージョン

を選択し、「削除」をクリックします。
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レポートのスケジューリング

スケジューリングを使用して、毎日、毎週、または毎月の特定の時間にレポートを自動的に生成でき

ます。これらのレポートをWebブラウザーで表示したり、メールで配信されるようにスケジュールしたりで

きます。

前提条件

l 管理者ユーザーロールが割り当てられている。

l メールでレポートを送信する場合：SMTPサーバーが構成済みである。詳細については、“SMTP

サーバーの構成 ”ページ290を参照してください。

手順

1. 「レポート」パネルで、レポートのリストから、定期的に生成するレポートを選択し、「スケジュー

ラー」をクリックします。「レポートスケジューラ」ダイアログボックスが開きます。

n注選択可能などのレポートもレポート要件を満たさない場合、新しいレポートを作成でき

ます。詳細については、“レポートの作成 ”ページ217を参照してください。

2. 「スケジュール日」フィールドで、レポート生成を開始する日付と時刻を指定します。

3. 「間隔」ドロップダウンメニューから、レポートを生成する頻度(毎日、毎週、または毎月)を選択

します。

4. メール受信者へのレポートの自動配信をスケジュールする場合は、「送信」スイッチを使用して、

以下を実行します。

a. 「レポート形式」ドロップダウンメニューから、レポートのファイル形式( PDF、PNG、または

CSV)を選択します。

b. 「電子メールアドレス」フィールドで、レポートを受け取る1人以上のメール受信者を入力しま

す。複数のメールアドレスを入力する場合には、それぞれを入力してから必ずスペースバーを

押します。

5. 「保存」をクリックします。

tヒント自動的に生成されるレポートには、「レポート」パネルの「スケジュール済み」列に「」の
マークが付いています。

後で以下を実行できます。

l スケジュールされたレポートのスケジュールオプションを編集します。これを実行するには、レポート

を選択し、「スケジューラー」をクリックし、必要な変更を行い、「スケジュール」をクリックします。

l レポートを自動的に生成したくなくなった場合は、レポートのスケジュールを解除します。これを実

行するには、レポートを選択し、「スケジューラー」をクリックし、「スケジュールを解除」をクリックし

ます。

レポートのエクスポートおよびインポート

HYCUを使用すると、レポートをJSONファイルにエクスポートし、それからレポートをJSONファイルから

インポートすることにより、異なるHYCUデータ保護環境間でユーザーが作成したレポートを共有でき

ます。
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i重要付与されている権限により、表示や編集ができるレポートの種類が決まり、HYCUアプラ

イアンス間でレポートをコピーする前に考慮する必要がある、レポートへのさまざまなアクセスレベ

ルも定義されます。

レポートのエクスポート

手順

1. 「レポート」パネルで、すべてのレポートのリストから、エクスポートするレポートを選択し、「エクス

ポート」をクリックします。

2. 「OK」をクリックします。

選択したレポートはJSONファイルにエクスポートされ、システムのダウンロード場所に保存されます。

レポートのインポート

手順

1. 「レポート」パネルで、「インポート」をクリックします。「レポートのインポート」ダイアログボックスが

開きます。

2. インポートするレポートのファイルシステムを参照します。

3. レポートの名前とその説明(オプション)を入力します。

4. 「インポート」をクリックします。

新しいレポートがレポートのリストに追加されます。

エンティティ詳細の表示
「仮想マシン」、「アプリケーション」、「共有フォルダ」、または「ボリュームグループ」パネルの「詳細

ビュー」で、各仮想マシン、物理マシン、検出されたアプリケーション、ファイル共有、ボリュームグループ

に関する詳細を表示できます。以下の詳細が利用可能です。

概要 選択したエンティティについての詳細情報を表示します。

復元ポイント

各復元ポイントに関する以下の情報を表示できます。

l 復元ポイントが作成された日時。

l 層：

o バックアップ：バックアップが期限切れでない限り、既定で使用

できます。

n 完全：完全バックアップが実行された場合に表示されま

す。

n 増分：増分バックアップが実行された場合に表示されま

す。

o アーカイブ：データアーカイブが作成された場合に使用できま
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す。アイコンを一時停止することで、データアーカイブの総数やアーカイ

ブの有効期限を確認できます。いずれかのアーカイブジョブが失敗した

場合、失敗したアーカイブジョブの数が表示されます。

o コピー：バックアップデータのコピーが作成された場合に使用で

きます。アイコンを一時停止することで、バックアップコピーの総数や

バックアップコピーの有効期限を確認できます。バックアップコピージョブ

のいずれかが失敗した場合、失敗したバックアップコピージョブの数が

表示されます。

o スナップショット：高速復元を実行できるローカルスナップショッ

トがソースに含まれている場合に使用できます。アイコンを一時停止

すると、スナップショットが再作成されたかどうかとその有効期限を確認

できます。

仮想ディスクがバックアップから除外された場合、対応する層のラベルは赤

い丸でマークされます。たとえば、 。

i重要層のいずれかが赤色になっている場合、復元には使用できま

せん。

コンプライアンス

エンティティの次の準拠ステータスを示します。

l 成功

l 失敗

l 未定義

エンティティは、最後の正常なバックアップからの時間がHYCUポリシーで設定さ

れたRPOよりも短く、推定復元時間がHYCUポリシーで設定されたRTOよりも

短い場合、バックアップ要件に準拠していると見なされます。

それぞれのアイコンで示される準拠ステータスで一時停止することにより、バック

アップに関する追加情報を使用できます。バックアップ頻度、最後に成功した

バックアップからの経過時間、復元に設定した制限時間、復元に必要な推定

時間を確認できます。さらに、エンティティの準拠ステータスが「失敗」の場合、

このリストには準拠していない理由も記載されます。

バックアップステー

タス

詳細については、“エンティティのバックアップステータスの表示 ”次のページを参

照してください。

復元ステータス

エンティティの復元の進行状況を示す進行状況バーを表示します。

tヒント進行状況バーをダブルクリックすると、「ジョブ」パネルに移動し、関

連するジョブの詳細を確認できます。

tヒント項目が多すぎて表示が1ページに収まらない場合、「 」と「 」をクリックしてページを移動

できます。「 」を使用して、ページごとに表示される項目の数を設定することもできます。
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エンティティのバックアップステータスの表示

エンティティのバックアップステータスによって、エンティティを復元できるかどうかが決まります。

制限事項

アタッチされたボリュームグループがある仮想マシンの場合：「エラーで完了」バックアップステータスは、

ボリュームグループが直接アタッチされている仮想マシンでのみ有効です。

エンティティのバックアップス

テータス

VM、VG、また

はvDisksの復

元？

仮想マシン

ファイルの復

元？

アプリケーショ

ンを復元しま

すか？

ファイル共有

の復元？

Completed successfully h h h h

Completed with warnings h h ha h

Completed with errors hb hc hd he

失敗 x x x x

期限切れ x x x x

スキップ
f h h x 該当なし

aデータを復元するポイントインタイムを指定することはできません。このバックアップステータスは、ディ

スクマッピングが失敗したか、仮想マシンにNICがないためか、またはアプリケーションの場合、少なくと

も1つのデータベースログバックアップが失敗した(他のすべてのデータベースは整合状態である)ために

発生する可能性があります。

bすべての仮想マシンのディスクファイルが正常にバックアップされたわけではないため、仮想マシンの復

元は部分的です。システムディスクの1つがバックアップされていない場合は、オンにできない可能性が

あります。

cすべての仮想マシンディスクファイルが正常にバックアップされたわけではないため、個別のファイルの

復元は部分的です( 「ファイルの復元」ダイアログボックスに表示されるファイルのみ)。

dアプリケーションの復元は部分的です(それぞれの復元ダイアログボックスに表示されるデータベース

のみ)。

eすべてのファイルが正常にバックアップされたわけではないため、ファイル共有の復元は部分的です。

バックアップが失敗したファイルは、対応するサブタスクのジョブレポートにリストされます。

f共有ストレージでのフェールオーバークラスターのパッシブノードのバックアップにのみ適用されます。

n注アイコンで示されるバックアップステータスで一時停止することにより、バックアップに関する追

加情報を利用できます。バックアップタイプ、バックアップ整合性、バックアップの期間と規模、使用

されたターゲット、およびバックアップUUIDを確認できます。ボリュームグループの場合、仮想マシン

バックアップの一環として、およびポリシーを直接割り当てることによって、ボリュームグループがバッ

クアップされているかどうかを確認することもできます。
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バックアップステータスアイコンをダブルクリックすると、「ジョブ」パネルに移動し、関連するジョブの詳

細を確認できます。

データのフィルタリング
HYCUは、メインビューフィルターと詳細ビューフィルターという、適用できる2タイプのフィルターを提供し

ています。フィルターを適用したら、フィルター条件に一致したデータのみが表示され、必要なものを簡

単に見つけることができます。

tヒントフィルタリングされたビューでアイテムを選択した後に、表示されたアイテムの数の横にある

アイコンをクリックすると、選択したアイテムのリストを簡単にクリアできます。

メインビューフィルターの適用

データ保護環境の特定の側面に焦点を合わせたい場合は、メインビューフィルターを適用します(たと

えば、「仮想マシン」パネルでデータをフィルタリングすると、目的の仮想マシンまたは担当している仮想

マシンにのみ焦点を当てることができます)。

n注このタイプのフィルターは、「アプリケーション」、「仮想マシン」、「ボリュームグループ」、「共有

フォルダ」、「ポリシー」、「ターゲット」、「ジョブ」、「イベント」、および「セルフサービス」パネルで利用

できます。

手順

1. 選択したパネルで、「フィルター - メインビュー」をクリックします。「フィルター - メインビュー」サイド

パネルが開きます。

2. フィルター条件を選択します。

3. 「フィルターを適用」をクリックします。

利用可能なフィルタリングオプションの詳細については、次のセクションのいずれかを参照してください。

l “「アプリケーション」パネルのフィルタリングオプション”次のページ

l “「仮想マシン」パネルのフィルタリングオプション”ページ226

l “「ボリュームグループ」パネルのフィルタリングオプション”ページ228

l “「共有フォルダ」パネルのフィルタリングオプション”ページ229

l “「ポリシー」パネルのフィルタリングオプション”ページ230

l “「ターゲット」パネルのフィルタリングオプション”ページ230

l “「ジョブ」パネルのフィルタリングオプション”ページ230

l “「イベント」パネルのフィルタリングオプション”ページ230

l “「セルフサービス」パネルのフィルタリングオプション”ページ231

詳細ビューフィルターの適用

選択した項目の復元およびバックアップデータに関する情報に焦点を合わせたい場合は、詳細ビュー

フィルターを適用します。
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n注このタイプのフィルターは、「アプリケーション」、「仮想マシン」、「ボリュームグループ」、および

「共有フォルダ」パネルで利用できます。

手順

1. 選択したパネルのすべての項目のリストから、復元およびバックアップデータによってフィルタリングす

る項目を選択します。

2. 画面の下部に表示される「詳細ビュー」で、「フィルター -詳細ビュー」をクリックします。「フィル

ター -詳細ビュー」サイドパネルが開きます。

3. フィルター条件を選択します。

4. 「フィルターを適用」をクリックします。

利用可能なフィルタリングオプションの詳細については、次のセクションのいずれかを参照してください。

l “「アプリケーション」パネルのフィルタリングオプション”下

l “「仮想マシン」パネルのフィルタリングオプション”次のページ

l “「ボリュームグループ」パネルのフィルタリングオプション”ページ228

l “「共有フォルダ」パネルのフィルタリングオプション”ページ229

tヒントフィルタリングされた項目が多すぎて表示が1ページに収まらない場合、「 」と「 」をクリック

してページを移動できます。「 」を使用して、ページごとに表示されるフィルタリング結果の項目の

数を設定することもできます。

「アプリケーション」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

検索 検索語句を入力します。アプリケーションの名前でフィルタリングできます。

ソース

ドロップダウンメニューから、アプリケーションが実行されている仮想マシンま

たはアプリケーションが実行されている物理マシンをホストするソースを選

択します。

ポリシー割り当て

いずれかのオプションを選択して、仮想マシンまたは物理マシン上で実行

するアプリケーションをポリシーの割り当てによってフィルタリングします。

l割り当て解除

l割り当て済み

n注このオプションを選択した場合、除外ポリシーが割り当てられ

ているアプリケーションはリストされないことに注意してください。

l特定のポリシー

所有者
ドロップダウンメニューから、アプリケーションが実行されている仮想マシンま

たは物理マシンに割り当てられている所有者を選択します。

アプリケーションタイプ ドロップダウンメニューから、アプリケーションタイプを選択します。
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フィルタリングオプション 実行内容

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。

保護
保護ステータスでフィルタリングするために、1つ以上のチェックボックスを選

択します。

検出

アプリケーション検出ステータスでフィルタリングするために、1つ以上の

チェックボックスを選択します。

l成功：1つ以上のアプリケーションが検出されました。

l失敗：アプリケーションは検出されませんでした。

l警告：仮想マシンまたは物理マシンがオフラインであるかアクセスできな

いため、アプリケーション検出に失敗しました。

「フィルター」-「詳細ビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

層 ドロップダウンメニューから、1つ以上の層を選択します。

バックアップタイプ
ドロップダウンメニューから、バックアップのタイプ(増分または完全、あるい

はその両方 )を選択します。

復元ポイント日 復元ポイントの作成時刻でフィルタリングするための時刻を選択します。

バックアップステータス
バックアップステータスでフィルタリングするために、1つ以上のチェックボック

スを選択します。

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。

「仮想マシン」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

検索
検索語句を入力します。仮想マシン名または物理マシン名、HYCU

UUID、またはソースUUIDでフィルタリングできます。

ソース
ドロップダウンメニューから、仮想マシンまたは物理マシンをホストするソー

スを選択します。

資格情報グループ
ドロップダウンメニューから、仮想マシンまたは物理マシンの資格情報を選

択します。

ポリシー割り当て

いずれかのオプションを選択して、仮想マシンまたは物理マシンをポリシー

の割り当てによってフィルタリングします。

l割り当て解除
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フィルタリングオプション 実行内容

l割り当て済み

n注このオプションを選択した場合、除外ポリシーが割り当てられ

ている仮想マシンまたは物理マシンはリストされないことに注意して

ください。

l特定のポリシー

検証ポリシーの割り当

て

いずれかのオプションを選択して、仮想マシンまたは物理マシンを検証ポリ

シーの割り当てによってフィルタリングします。

l割り当て解除

l割り当て済み

l特定の検証ポリシー

所有者
ドロップダウンメニューから、仮想マシンまたは物理マシンに割り当てられて

いる所有者を選択します。

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。

検出

アプリケーション検出ステータスでフィルタリングするために、1つ以上の

チェックボックスを選択します。

l成功：1つ以上のアプリケーションが検出されました。

l失敗：アプリケーションは検出されませんでした。

l警告：仮想マシンまたは物理マシンがオフラインであるかアクセスできな

いため、アプリケーション検出に失敗しました。

l未定義：アプリケーション検出ステータスに関する情報は利用できませ

ん。

保護
保護ステータスでフィルタリングするために、1つ以上のチェックボックスを選

択します。

検証ステータス
バックアップ検証ステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。

ディザスタリカバリの準

備完了

移行 / DR準備ステータスでフィルタリングするために、このチェックボックスを

選択します。

「フィルター」-「詳細ビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

層 ドロップダウンメニューから、1つ以上の層を選択します。

バックアップタイプ
ドロップダウンメニューから、バックアップのタイプ(増分または完全、あるい

はその両方 )を選択します。

復元ポイント日 復元ポイントの作成時刻でフィルタリングするための時刻を選択します。
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フィルタリングオプション 実行内容

バックアップステータス
バックアップステータスでフィルタリングするために、1つ以上のチェックボック

スを選択します。

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。

「ボリュームグループ」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、以下のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

ソース
ドロップダウンメニューから、ボリュームグループをホストするソースを選択し

ます。

ポリシー割り当て

いずれかのオプションを選択して、ポリシー割り当てでボリュームグループを

フィルタリングします。

l割り当て解除

l割り当て済み

n注このオプションを選択した場合、除外ポリシーが割り当てられ

ているボリュームグループは表示されないことに注意してください。

l特定のポリシー

所有者
ドロップダウンメニューから、ボリュームグループに割り当てられている所有

者を選択します。

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。

保護
保護ステータスでフィルタリングするために、1つ以上のチェックボックスを選

択します。

「フィルター」-「詳細ビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

層 ドロップダウンメニューから、1つ以上の層を選択します。

バックアップタイプ
ドロップダウンメニューから、バックアップのタイプ(増分または完全、あるい

はその両方 )を選択します。

復元ポイント日 復元ポイントの作成時刻でフィルタリングするための時刻を選択します。

バックアップステータス
バックアップステータスでフィルタリングするために、1つ以上のチェックボック

スを選択します。

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。
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「共有フォルダ」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

検索 検索語句を入力します。ファイル共有名でフィルタリングできます。

ファイルサーバー
ドロップダウンメニューから、ファイル共有をホストするファイルサーバーを選

択します。

プロトコル
ドロップダウンメニューから、ファイル共有のプロトコルを選択します( SMBま

たはNFS)。

ポリシー割り当て

いずれかのオプションを選択して、ポリシー割り当てでファイル共有をフィル

タリングします。

l割り当て解除

l割り当て済み

n注このオプションを選択した場合、除外ポリシーが割り当てられ

ているファイル共有はリストされないことに注意してください。

l特定のポリシー

所有者
ドロップダウンメニューから、ファイル共有に割り当てられている所有者を選

択します。

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。

保護
ファイル共有の保護ステータスでフィルタリングするために、1つ以上のチェッ

クボックスを選択します。

増分永続バックアップ
増分永続バックアップオプションが有効か無効かでファイル共有をフィルタ

リングするには、「有効化」または「無効化」を選択します。

「フィルター」-「詳細ビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

層 ドロップダウンメニューから、1つ以上の層を選択します。

バックアップタイプ
ドロップダウンメニューから、バックアップのタイプ(増分または完全、あるい

はその両方 )を選択します。

復元ポイント日 復元ポイントの作成時刻でフィルタリングするための時刻を選択します。

バックアップステータス
バックアップステータスでフィルタリングするために、1つ以上のチェックボック

スを選択します。

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。
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「ポリシー」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

検索 検索語句を入力します。ポリシーの名前でフィルタリングできます。

コンプライアンス
コンプライアンスステータスでフィルタリングするために、1つ以上のチェック

ボックスを選択します。

「ターゲット」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

検索 検索語句を入力します。ターゲットの名前でフィルタリングできます。

ターゲットタイプ
ターゲットタイプでフィルタリングするために、1つ以上のチェックボックスを選

択します。

健全性
ターゲットの正常性でフィルタリングするために、1つ以上のチェックボックス

を選択します。

「ジョブ」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

検索
検索語句を入力します。ジョブ名またはジョブUUIDでフィルタリングできま

す。

ステータス
ジョブのステータスでフィルタリングするために、1つ以上のチェックボックスを

選択します。

時間範囲

ジョブの検索を制限する時間範囲を指定します。定義済みの時間範囲

(過去1時間、過去24時間、または先週)のいずれかを選択するか、カレ

ンダーを使用して、表示するジョブの時間範囲の開始日時と終了日時を

選択できます。

「イベント」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

メッセージ テキスト文字列を入力して、指定された文字列があるメッセージのみが
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フィルタリングオプション 実行内容

含まれるようにリストをフィルタリングします。

カテゴリー
テキスト文字列を入力して、指定された文字列があるカテゴリーのみが含

まれるようにリストをフィルタリングします。

ユーザー名 ドロップダウンメニューから、ユーザー名を選択します。

ステータス
イベントのステータスでフィルタリングするために、1つ以上のチェックボックス

を選択します。

時間範囲

イベントの検索を制限する時間範囲を指定します。定義済みの時間範

囲(過去1時間、過去24時間、または先週)のいずれかを選択するか、

カレンダーを使用して、表示するイベントの時間範囲の開始日時と終了

日時を選択できます。

「セルフサービス」パネルのフィルタリングオプション

「フィルター - メインビュー」サイドパネルで、1つ以上のフィルタリングオプションを選択します。

フィルタリングオプション 実行内容

グループ名 グループ名を入力します。

ステータス

次のいずれかを選択して、グループまたはユーザーのステータス(つまり、ど

のグループまたはユーザーがHYCUへのログオンを許可されている/いない

か)でフィルタリングします。

パネルのコンテンツのエクスポート
任意のパネルの表に表示できるデータは、JSON形式またはCSV形式のファイルにエクスポートできま

す。

考慮事項

特定のデータのみをエクスポートする場合は、「フィルター - メインビュー」をクリックし、ファイルにエクス

ポートするデータの種類に基づいてフィルター条件を選択し、「フィルターを適用」をクリックします。

手順

1. データをエクスポートするパネルにナビゲートします。

2. 「エクスポート」をクリックし、ドロップダウンメニューから、以下のいずれかのオプションを選択しま

す。

オプション 説明

JSONにエクスポート (現

在 )
現在のテーブルページをJSONファイルにエクスポートします。
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オプション 説明

JSONにエクスポート (すべ

て)
すべてのテーブルデータをJSONファイルにエクスポートします。

CSVにエクスポート (現在 ) 現在のテーブルページをCSVファイルにエクスポートします。

CSVにエクスポート (すべ

て)
すべてのテーブルデータをCSVファイルにエクスポートします。

ターゲットの管理
適切な許可がある場合には、ターゲット情報の表示、ターゲットプロパティの編集、ターゲットのアク

ティブ化 /非アクティブ化、ターゲットを保護データの保存に使用しなくなったときの削除などを実行でき

ます。

「ターゲット」パネルへのアクセス

「ターゲット」パネルにアクセスするには、ナビゲーションペインで、「ターゲット」をクリックします。

ターゲット情報の表示

「ターゲット」パネルのターゲットのリストで、各ターゲットについての情報を表示できます。これによりター

ゲットの一般ステータスの概要を知ることができます。各ターゲットについて次の情報を入手できます。

ターゲット情報 説明

名前 ターゲットの名前。

タイプ

ターゲットのタイプ( NFS、SMB、Nutanix、Nutanix Objects、iSCSI、AWS

S3/Compatible、AZURE、Google Cloud、QStar NFS、またはQStar SMB)。

n注テープターゲットは アイコンで、WORMが有効なクラウドターゲットは

アイコンでそれぞれ表されます。

健全性

ターゲットの正常性ステータス：

l グレー：正常性テストの前の初期ターゲットステータスを示します。これは

非アクティブなターゲットも示します。

l 緑：ターゲットは正常な状態で、ターゲット利用率は設定値未満です(既

定は90%)。

l 黄：ターゲット利用率は設定値を超えています(既定は90%)。

l 赤：ターゲット利用率は設定値を超えています(既定は95%)。また、テス

トタスク後のターゲットエラー状態も示します(たとえば、I/Oエラーが発生し

た、ターゲットがアクセスできない、許可が拒否されたなど)。

HYCUは、バックアップデータを保存するための十分なスペースがターゲットにあ

るかどうかを、以下に基づいて計算します。
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ターゲット情報 説明

l 以前のバックアップがターゲットに保存されていない場合：バックアップが完

全か増分かに関係なく、仮想マシンまたは物理マシンのバックアップに含ま

れるすべてのディスクのプロビジョニングされたスペースの合計。

l 以前のバックアップがターゲットに保存されている場合：増分バックアップの

最後の増分バックアップのサイズ、または完全バックアップあるいは(以前の

増分バックアップが存在しない場合の)増分バックアップの最後の完全バッ

クアップのサイズ。

容量
バックアップファイル用に予約するストレージ領域量の見積もり( MiB、GiB、ま

たはTiB単位)。

使用率
保護されたデータの保存にすでに使用されている指定されたターゲットサイズの

割合。

モード

ターゲットのモード：

l 読み書き：このターゲットは、データのバックアップと復元に使用できます。

l 読み取り専用：このターゲットは、データの復元にのみ使用できます。

i重要インポートされたターゲットで読み取り専用モードが自動的に

設定され、バックアップを実行できなくなります。インポートされたター

ゲットのモードを変更しないようにしてください。

ステータス

ターゲットのステータス：

l アクティブ：このターゲットは、データのバックアップと復元に使用できます。

l 非アクティブ：このターゲットは、データのバックアップと復元に使用できませ

ん。このステータスは、メンテナンスタスク(たとえば、新しいディスクの追加)

により、ターゲットが非アクティブ化されていることを示します。

ターゲットのステータスを変更する方法の詳細については、“ターゲットのアクティ

ブ化または非アクティブ化 ”ページ235を参照してください。

ターゲットの概要やターゲットの詳細を検索できる「詳細ビュー」を開くには、優先するターゲットをクリッ

クします。

tヒント 「詳細ビュー」を最小化するには、「最小化」をクリックするか、またはスペースバーを押し

ます。元のサイズに戻すには、「最大化」をクリックするか、またはスペースバーを押します。

ターゲットの編集

C注意ターゲットの場所を変更すると、データ損失が生じる可能性があります。したがって、新

しいターゲットの場所を指定する前に、同じサーバーまたは別のサーバー上のこの新しい場所に

既存のバックアップデータがすでに移動していることを確認します。
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考慮事項

l HYCU Backup Controllerに割り当てられたポリシーのターゲット設定を変更する場合は、必ず

ターゲットの構成のメモを更新します。

l QStarテープターゲットの場合：Integral Volumeセットのステータスがオフラインの場合、対応する

テープターゲットがHYCU内で自動的に非アクティブ化されます。Integral VolumeセットをQStarに

再マウントする場合は、必ずターゲットをアクティブ化してください。この実行方法の詳細について

は、“ターゲットのアクティブ化または非アクティブ化 ”次のページを参照してください。

手順

1. 「ターゲット」パネルで、編集するターゲットを選択し、「編集」をクリックします。「ターゲットの編

集」ダイアログボックスが表示されます。

2. 選択したターゲットを必要に応じて編集します。ターゲットプロパティの詳細については、“ターゲッ

トのセットアップ”ページ58を参照してください。

i重要NFS、SMB、Nutanix、iSCSI、またはテープターゲットに特定の変更を加えたい場合

は、まずストレージを取り外してください。可能な変更のリストと説明については、“ストレージ

の取り外しとターゲットデータの変更 ”下を参照してください。

3. 「保存」をクリックします。

ストレージの取り外しとターゲットデータの変更

NFS、SMB、Nutanix、iSCSI、またはテープターゲットのデータを変更する場合は、まずHYCU

Backup Controllerからストレージを取り外し、必要な変更を実行できるようにしてください。

ターゲットタイプ 変更可能な対象

NFS サーバー名、IPアドレス、または共有フォルダへのパス

SMB サーバー名、IPアドレス、または共有フォルダへのパス

Nutanix URL

iSCSI ポータルIPアドレス

テープ( QStar

NFSおよびQStar

SMB)

Webサービスエンドポイント

手順

1. “ターゲットのアクティブ化または非アクティブ化 ”次のページの説明に従って、ターゲットを非アク

ティブ化し、ストレージをHYCU Backup Controllerから取り外します。

2. “ターゲットの編集”前のページの説明に従って、最初にターゲットのあるサーバーで必要な変更

を行い、次にHYCUWebユーザーインターフェースでも同じ変更を行います。

3. “ターゲットのアクティブ化または非アクティブ化 ”次のページの説明に従って、ターゲットをアクティブ

化します。
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ターゲットのアクティブ化または非アクティブ化

手順

1. 「ターゲット」パネルで、アクティブ化または非アクティブ化するターゲットを選択します。

2. 「アクティブ化」または「非アクティブ化」をクリックして、選択したターゲットのステータスを変更し

ます。

3. NFS、SMB、Nutanix、iSCSI、またはテープターゲットに関連するデータを変更するためにターゲッ

トを非アクティブ化する場合は、「ストレージの取り外し」スイッチを有効にします。ストレージを

HYCU Backup Controllerから取り外す方法の詳細については、“ストレージの取り外しとターゲッ

トデータの変更”前のページを参照してください。

4. ターゲットの非アクティブ化の場合：「はい」をクリックして、選択したターゲットの非アクティブ化を確

認します。

ターゲットを非アクティブにすると、そのターゲットはバックアップと復元の操作には使用されなくなり

ます。

iSCSIターゲットのサイズの増分

HYCUでは、HYCU論理ボリュームを拡張することにより、iSCSIターゲットのサイズを増やすことができ

ます。

前提条件

l iSCSIサーバー上でターゲットのサイズが増分されている。

l 選択したターゲットで進行中のバックアップまたは復元ジョブがない。

l 他のどのメンテナンスタスクも選択されたターゲット上ではまだ実行されていない(ターゲットの編

集、iSCSIイニシエーターの秘密の更新、CHAP認証を有効にしたターゲットのCHAP認証セッ

ションのリセットなど)。

l 選択したターゲットの他のサイズの増分がまだ開始されていない。

手順

1. 「ターゲット」パネルで、サイズを大きくするターゲットを選択し、「拡張」をクリックします。

2. 「はい」をクリックして、選択したターゲットのサイズを増やすことを確認します。

iSCSIターゲットのサイズの増分が正常に完了したかどうかを示すメッセージを受け取ります。

ターゲットの削除

保護されたデータが含まれていないターゲットは削除できます。ターゲットを削除すると、そのターゲット

を含むバックアップまたは復元アクションは実行できなくなります。
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手順

1. 「ターゲット」パネルで、削除するターゲットを選択し、「削除」をクリックします。

n注削除するターゲットがアーカイブに使用されている場合、指定したアーカイブターゲットを

持つデータアーカイブがポリシーにより使用されてないことを確認します。

2. 「はい」をクリックして、選択したターゲットを削除することを確認します。

ポリシーの管理
適切な権限があれば、ポリシー情報を表示したり、ポリシーのプロパティを編集したり、データの保護

に使用しなくなった場合にポリシーを削除したりできます。

考慮事項

除外ポリシーは削除できません。

「ポリシー」パネルのアクセス

「ポリシー」パネルにアクセスするには、ナビゲーションペインで、「ポリシー」をクリックします。

ポリシー情報の表示

「ポリシー」パネルのポリシーのリストで、各ポリシーについての情報を表示できます。これによりポリシー

の一般ステータスの概要を知ることができます。

考慮事項

ポリシーで定義されたバックアップRPO、RTO、および保持期間の値は、日、週、月、または年に丸

められて表示されますが、内部的には定義したとおりに保存され使用されます。たとえば、30日は

HYCUWebユーザーインターフェースでは1か月に丸められます。

各ポリシーで以下の情報を入手できます。

ポリシー情報 説明

名前 ポリシーの名前。

コンプライアンス

ポリシーの準拠ステータス：

l 成功

l 失敗

l 未定義

このポリシーが割り当てられているすべてのエンティティがポリシー設定に準拠し

ている場合、ポリシーは準拠していると見なされます。エンティティのコンプライア

ンスステータスの詳細については、“エンティティ詳細の表示”ページ221を参照

してください。

VM数 特定のポリシーが割り当てられている仮想マシンと物理マシンの総数。
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ポリシー情報 説明

APP Count 特定のポリシーが割り当てられているアプリケーションの総数。

説明 ポリシーの説明 (バックアップジョブと復元ジョブが実行される頻度 )。

ポリシーの概要やポリシーの詳細を検索できる「詳細ビュー」を開くには、優先するポリシーをクリックし

ます。

tヒント 「詳細ビュー」を最小化するには、「最小化」をクリックするか、またはスペースバーを押し

ます。元のサイズに戻すには、「最大化」をクリックするか、またはスペースバーを押します。

ポリシーの編集

制限事項

l リモートオフィス/ブランチオフィス( ROBO)環境では、HYCUはレプリカからのHYCU Backup

Controllerバックアップをサポートしていないため、HYCU Backup Controllerに割り当てられている

ポリシーを編集する場合は、「Backup from replica」ポリシーオプションを選択できません。

l vSphere環境の場合：仮想マシンまたはアプリケーションに割り当てられたポリシーを編集する場

合は、以下の制限が適用されます。

o Fast restoreオプションを有効にできるのは、仮想マシンがvVolsまたはvSANデータストアに存

在する場合のみです。

o 「Backup from replica」オプションは有効にできません

o 「スナップショット」をバックアップターゲットタイプとして選択している場合は、「アーカイブ」オプ

ションを有効にできません。

考慮事項

「コピー」オプションを有効にしたのと同様の方法でポリシーを編集する場合、このポリシーを割り当て

る仮想マシンおよびボリュームグループの次のバックアップは完全バックアップになります。

手順

1. 「ポリシー」パネルで、編集するポリシーを選択し、「編集」をクリックします。「ポリシーの編集」ダ

イアログボックスが表示されます。

2. 必要に応じて、選択したポリシーを編集します。ポリシープロパティの詳細については、“ポリシーの

作成 ”ページ81を参照してください。

3. 「保存」をクリックします。

ポリシーの削除

考慮事項

l バックアップがスケジュールされている1つ以上のエンティティに割り当てられているポリシーは、削除

できません。このようなポリシーを削除したい場合は、まずスケジュールされたバックアップを中止す

る必要があります。待機中ジョブの中止の詳細については、“HYCUジョブの管理”ページ210を
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参照してください。

l 1つ以上のエンティティに割り当てられているポリシーを削除する場合、これらのエンティティに対し

てそれ以上のバックアップは実行されないことに注意してください。

手順

1. 「ポリシー」パネルで、削除するポリシーを選択し、「削除」をクリックします。

2. 「はい」をクリックして、選択したポリシーを削除することを確認します。

手動バックアップの実行
選択したエンティティにポリシーを割り当てたら、HYCUはデータを自動的にバックアップします。ただし、

データはいつでも手動でバックアップできます(たとえば、テスト目的で、またはバックアップが失敗した

場合など)。

前提条件

ボリュームグループを手動でバックアップする場合のみ。ポリシーが直接ボリュームグループに割り当てら

れていることを確認します。ボリュームグループがアタッチされている仮想マシンのみにポリシーが割り当

てられている場合、選択したボリュームグループの手動バックアップを実行することはできません。

考慮事項

l 手動バックアップが、ポリシーで指定されたRPOによって決定されるスケジュール済みバックアップ

に干渉するのを防ぐことができます。それを実行するには、

exclude.manually.run.backups.regarding.rpo構成設定をtrueに設定します。手動

バックアップを実行すると、バックアップウィンドウでスケジュールされたバックアップが開始されず、次

のバックアップウィンドウまたは次の手動バックアップまでデータが保護されなくなるという可能性が

あるため、バックアップウィンドウを定義する場合、これは特に重要です。HYCU構成設定のカスタ

マイズ方法の詳細については、“HYCU構成設定のカスタマイズ”ページ381を参照してください。

l ファイル共有の増分永続バックアップオプションを有効にした場合のみ。このようなファイル共有で

は、「完全バックアップを実行」スイッチを有効にしないようにしてください。そうでない場合は、増

分バックアップではなく完全バックアップが実行されます。

手順

1. 「仮想マシン」、「アプリケーション」、「共有フォルダ」、または「ボリュームグループ」パネルで、バック

アップするエンティティを選択します。

2. 「バックアップ」をクリックして、選択したエンティティのバックアップを実行します。

3. ポリシーでバックアップターゲットタイプとして「ターゲット」を選択している場合のみ。完全バックアッ

プを実行する場合は、「完全バックアップを実行」スイッチを有効にします。そうしない場合、

HYCUはポリシーで定義された設定に基づき、フルバックアップまたは増分バックアップを実行しま

す。

4. 「はい」をクリックして、手動バックアップの開始を確認します。

tヒントナビゲーションペインで、「ジョブ」をクリックして、バックアップの総合的な進捗を確認しま

す。
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検証ポリシーのセットアップ
仮想マシンのバックアップ検証を手動で行い、仮想マシンに破損したバックアップがないことを確認す

る代わりに、検証ポリシーをセットアップし、検証ポリシーで定義した値に従ってバックアップ検証をスケ

ジュールすることができます。仮想マシンクローンを作成して仮想マシンのバックアップを検証する方法

の詳細については、“仮想マシンのバックアップの検証 ”ページ130を参照してください。

i重要HYCUは、バックアップ検証の実行中に、仮想マシンのクローンを自動的に作成します。

前提条件

l 仮想マシンのコピーにvSphereストレージコンテナを選択する場合は、仮想マシンに最新バージョ

ンのVMware Toolsがインストールされている必要があります。

l 高度な検証タイプを指定することを予定している場合のみ。

o 資格情報を仮想マシンに割り当てる必要があります。前提条件、制限、考慮事項、説明

については、“アプリケーションデータへのアクセスの有効化”ページ146を参照してください。

o ネットワークカードを仮想マシンに追加する必要があります。

制限事項

以下の場合、バックアップ検証の実行はサポートされません。

l HYCU Backup Controller

l Azure Government環境

考慮事項

l 仮想マシンが静的 IPアドレスで構成されている場合、バックアップ検証中にネットワークの競合が

発生し、バックアップ検証データの信頼性が低下する可能性があります。

l Windows仮想マシンのバックアップ検証を実行するときに、高度な検証タイプを指定することを予

定している場合のみ。ディスクエラーのチェックが失敗する場合もありますが、これは仮想マシンが

破損していることを意味するものではありません。ただし、そのような仮想マシンのステータスは手

動で確認することをお勧めします。

l バックアップ検証の実行後に、次のことを検討します。

o 「仮想マシン」パネルの「検証」列で、仮想マシンのバックアップ検証ステータスを表示できま

す(アイコンで表される)。アイコンを一時停止することで、仮想マシンにどの検証ポリシーが

割り当てられているかも確認できます。

o 除外ポリシーは、クローンされた仮想マシンに自動的に割り当てられます。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。



9日々のタスクの実行

240

手順

1. 「仮想マシン」パネルで、バックアップ検証を実行する1つ以上の仮想マシンを選択します。

tヒント 「 同期」をクリックして、仮想マシンのリストを更新できます。表示されている仮想マ

シンのリストを絞り込むには、“データのフィルタリング”ページ224で説明されているフィルタリン

グオプションを使用できます。

2. 「 認証」をクリックします。「検証ポリシー」ダイアログボックスが開きます。

3. 「 新規」をクリックします。

4. 検証ポリシーの名前と説明(オプション)を入力します。

5. 「ストレージコンテナ」ドロップダウンメニューから、バックアップ検証を実行する仮想マシンのクローン

を作成する場所を選択します。

6. 「復元元」ドロップダウンメニューから、バックアップ検証に使用する層を選択します。復元ポイント

には1つ以上の層を含めることができ、その中から以下を選択できます。

l 自動

l バックアップ

l コピー

l アーカイブ

n注「自動」を選択した場合、バックアップ検証の階層は、既定では、バックアップ>コピー

>アーカイブという優先順位で選択されます。これは、HYCUが常に、バックアップ検証のため

に指定された順序で最初に利用可能な層を使用することを意味します。ただし、この既定

の動作は、HYCU config.propertiesファイルの

backup.validation.restore.source.priority.order構成設定をカスタマイズし

て、データ保護のニーズに合わせて層の順序を調整することで、いつでも変更できます。

HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイズ”

ページ381を参照してください。

7. 「検証後にVMを保持」ドロップダウンメニューから、バックアップ検証の実行後に仮想マシンを保

持するかどうかに応じて、次のオプションのいずれかを選択します。

オプション 説明

常に 仮想マシンは、バックアップ検証の実行後に、常に保持されます。

検証エラー時
仮想マシンは、検証時に検証エラーが発生した場合にのみ、バックアップ検

証の実行後に保持されます。

決して 仮想マシンは、バックアップ検証の実行後に、自動的に削除されます。

8. 「検証タイプ」ドロップダウンメニューから、以下のいずれかのタイプを選択します。

検証タイプ 説明

基本

バックアップ検証時に、以下のタスクが行われます。

l仮想マシンがクローンされ、オンになります。

lゲストOSがシャットダウンします。
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検証タイプ 説明

高度

バックアップ検証時に、以下のタスクが行われます。

l仮想マシンがクローンされ、オンになります。

l仮想マシン上で実行しているすべてのアプリケーションが検出されます。

l仮想ディスクが検証され、それには仮想マシンのファイルシステムや仮想

マシン上の既存のディスクの確認が含まれます。Windows仮想マシンの

場合、ディスクエラーの確認も行われます。

l指定された場合、カスタムスクリプトが実行されます。

lゲストOSがシャットダウンします。

9. 高度な検証タイプを選択した場合のみ。以下を実行します。

a. バックアップ検証プロセスの一部として仮想マシン上でカスタムスクリプトを実行する場合は、

「カスタムスクリプトを実行」スイッチを有効にし、スクリプトへの適切なパスが指定されている

ことを確認します。

n注正常に終了した場合はスクリプトは終了コード0を返し、失敗の場合はそれ以外

を返します。

b. 「ネットワーク」ドロップダウンメニューから、仮想マシンのネットワークを選択します。

10. 「次へ」をクリックします。

11. 仮想マシンのバックアップ検証を日次、週次、月次、または年次ベースで実行するかどうかに応

じて、任意の優先バックアップ検証オプションをクリックして、有効なオプションのリストに追加しま

す。

l日次

l週次

l月次

l年次

12. 「開始」フィールドで、バックアップ検証ジョブを開始する時間と分を指定します。

13. 「タイムゾーン」ドロップダウンメニューで、バックアップ検証ジョブの適切なタイムゾーンを選択しま

す。

n注すべてのバックアップ検証ジョブは、既定でHYCU Backup Controllerタイムゾーンに基

づいて開始されます。

14. 選択したバックアップ検証オプションに応じて、バックアップ検証を実行する間隔を指定します。

バックアップ検証オプ

ション
説明

日次

a. 「繰り返し間隔」フィールドで、バックアップ検証を毎日実行する

か、数日ごとに実行するかを指定します。

b. 平日のみバックアップ検証を行う場合は、「平日のみ適用」スイッ

チを使用します。
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バックアップ検証オプ

ション
説明

週次

a. 「繰り返し間隔」フィールドで、バックアップ検証を毎週実行する

か、数週間ごとに実行するかを指定します。

b. バックアップ検証を実行する曜日を1つ以上選択します。

月次

a. 「繰り返し間隔」フィールドで、バックアップ検証を毎月実行する

か、数か月ごとに実行するかを指定します。

b. バックアップ検証を、毎月の同じ日付 ( 「毎月5日」など)にアーカイ

ブするか、毎月の特定の日 ( 「毎月第2金曜日」など)に実行する

かを選択します。

年次

a. 「繰り返し間隔」フィールドで、バックアップ検証を毎年実行する

か、数年ごとに実行するかを指定します。

b. バックアップ検証を、希望する月の同じ日付 ( 「1月5日」など)に

行うか、希望する月の特定の日 ( 「4月の第2金曜日」など)に行

うかを選択します。

15. 「保存」をクリックします。

16. 「割り当て」をクリックします。

既存の検証ポリシーはいずれも後から編集することができます( 「編集」をクリックして必要な変更を

行います)。または不要になったものは削除できます( 「削除」をクリックします)。

データの手動でのアーカイブ
HYCUは「アーカイブ」ポリシーオプションを有効にすると、データを自動的にアーカイブします。ただし、

いつでも手動でデータをアーカイブできます(たとえば、特定の復元ポイントのデータをアーカイブする場

合や、アーカイブジョブが失敗した場合など)。

前提条件

l 管理者、バックアップおよび復元オペレーター、またはバックアップオペレーターユーザーロールが割

り当てられている。

l 割り当てられたポリシーで「アーカイブ」オプションが指定され、データアーカイブが作成されている。

考慮事項

l アーカイブの保存期間は、データをアーカイブするエンティティの復元ポイントが作成された日時か

ら計算されます。

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、手動でデータをアーカイブするためにこの層を使用する

ことはできません。
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l ポリシーでバックアップターゲットタイプとして「スナップショット」を選択している場合のみ。HYCUが

アーカイブに使用する構成設定は、仮想マシンがアーカイブの開始時に使用していたものです。

アーカイブするデータのタイプに応じて、以下のいずれかのパネルにアクセスします。

l 「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリッ

クします。

l 「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックしま

す。

l 「共有フォルダ」パネルへのアクセス

「共有フォルダ」パネルにアクセスするには、ナビゲーションペインで、「 共有フォルダ」をクリックし

ます。

l 「ボリュームグループ」パネルのアクセス

「ボリュームグループ」パネルにアクセスするには、ナビゲーションペインで、「 ボリュームグループ」

をクリックします。

手順

1. 「アプリケーション」、「仮想マシン」、「共有フォルダ」、または「ボリュームグループ」パネルで、データ

をアーカイブするエンティティをクリックします。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

n注「詳細ビュー」は、エンティティをクリックした場合にのみ表示されます。エンティティの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「 アーカイブの実行」をクリックします。「アーカイブの実行」ダイアログボックスが開きます。

4. 優先するアーカイブオプションを選択します。

5. 「実行」をクリックします。

スナップショットの再作成
スナップショットの再作成は、以下のシナリオで必要となります。

l (ターゲットから直接ではなく)スナップショットからファイルを復元する予定であり、選択した仮想マ

シンの復元ポイントで使用可能なスナップショットがない場合。

l アプリケーションの復元、仮想ディスクのエクスポート、またはAzureターゲットのアーカイブストレー

ジ層に保存されているファイルの復元を予定している場合。

制限事項

Azure Government環境の場合：スナップショットの再作成はサポートされていません。
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考慮事項

選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデータの

コピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されているた

め)がある層が含まれている場合、スナップショットを再作成するためにこの層を使用することはできま

せん。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、再作成するスナップショットがある仮想マシンをクリックします。

2. 画面の下部に表示される「詳細ビュー」で、優先する復元ポイントを選択します。

n注「詳細ビュー」は、仮想マシンをクリックした場合にのみ表示されます。仮想マシンの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「 スナップショットの再作成」をクリックします。「スナップショットの再作成」ダイアログボックスが表

示されます。

4. 「ストレージコンテナ」ドロップダウンメニューから、スナップショットを再作成する場所を選択します。

5. 「復元元」ドロップダウンメニューから、スナップショットの再作成に使用する層を選択します。復元

ポイントには1つ以上の層を含めることができ、その中から以下を選択できます。

l自動：スナップショットの作成を最速にできます。

lバックアップ

lコピー

lアーカイブ

6. 「再作成」をクリックします。

HYCU仮想マシンリソースの調整
ストレージ、vCPU、またはメモリの使用率が超過になると(つまり、これらのリソースのいずれかの使用

率が90%を超えると)、「ダッシュボード」パネルの「HYCUコントローラー」ウィジェットに円で示されてい

る値が赤になります。Nutanix PrismのHYCU仮想マシンリソースを調整するには、このセクションの手

順に従います。Azure Governmentでの仮想マシンリソースの調整方法の詳細については、Azureの

資料を参照してください。

手順

1. Nutanix Prismにログオンします。PrismWebコンソールの詳細については、Nutanixの資料を参

照してください。

2. メニューバーで、「ホーム」をクリックし、「VM」を選択します。

3. 「テーブル」タブをクリックして、「VMテーブル」ビューを表示します。

4. 仮想マシンのリストから、HYCU仮想マシンを選択し、「電源オフアクション」をクリックして仮想マ

シンをシャットダウンします。
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i重要仮想マシンが完全にシャットダウンされるまで待機します。

5. 「更新」をクリックし、「VMの更新」ダイアログボックスで、必要に応じて構成を変更し、「保存」を

クリックします。

6. 「電源オン」をクリックして仮想マシンをオンにします。
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ユーザーの管理

HYCUユーザー管理システムは、許可されていないユーザーが、保護されたデータにアクセスするのを

防ぐためのセキュリティメカニズムを提供します。特定の権限が付与されたユーザーのみがデータ保護

環境にアクセスできます。これらのユーザーは、HYCUまたはサポートされているいずれかのIDプロバイ

ダーによって認証できます。IDプロバイダーの詳細については、“HYCUとIDプロバイダーの統合 ”ページ

266を参照してください。

HYCUにログオンする各ユーザーは、いずれかのHYCUグループ(インフラストラクチャグループまたはセ

ルフサービスグループ)に属し、ユーザーロールが割り当てられている必要があります。

HYCUグループとユーザーロールの詳細については、“HYCUグループ”下と“ユーザーロール”次のペー

ジを参照してください。

n注ユーザー管理の概念と手順は、仮想マシンと物理マシンの両方に適用されます。

HYCUグループ
統合されたユーザー管理エクスペリエンスのために、HYCUはユーザーが所属できる2タイプのグループ

を提供します。

グループ 説明

インフラストラク

チャグループ

HYCU仮想アプライアンスの展開中に既定で作成され、管理者ユーザーロー

ルが割り当てられた(で表される)組み込みユーザーがすでに含まれています。

編集、非アクティブ化、および削除はできません。

ユーザーは、インフラストラクチャグループ管理者 (管理者ユーザーロールが割り

当てられたインフラストラクチャグループユーザー)によってこのグループに追加で

きます。

セルフサービスグ

ループ

インフラストラクチャグループ管理者が作成する必要があり、データ保護環境

内の特定のエンティティセットを担当する顧客または部門を表します。

ユーザーは、インフラストラクチャグループ管理者がこのグループに追加できま

す。

i重要特定のセルフサービスグループが削除されると、そのグループによっ

てバックアップされたすべてのデータがデータベースから削除されます。

第10章
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ユーザーを管理できるのは、管理者ロールが割り当てられている場合のみ。ただし、実行できるユー

ザー管理アクションの範囲は、インフラストラクチャに属しているかセルフサービスグループに属している

かによって異なることに注意してください。インフラストラクチャグループ管理者は、データ保護環境全

体でユーザーとグループを管理できますが、セルフサービス管理者は、所属するグループのみを管理で

きます。次の図は、実行できるユーザー関連アクションを示しています。

参照：図10–1：インフラストラクチャおよびセルフサービスグループ管理者によって実行されるユーザー

管理アクション

所属するHYCUグループと割り当てられたユーザーロールに応じて、データ保護環境内で特定のアク

ションのみを実行できます。ユーザーロールの詳細については、“ユーザーロール”下を参照してくださ

い。

ユーザーロール
グループ内の各ユーザーには、ユーザーがデータ保護環境内で実行できるアクションの範囲を決定す

るロールが割り当てられています。つまり、データ保護環境内のデータと情報へのアクセスは、ユーザー

が割り当てたロールに基づいて制限されます。ユーザーが複数のグループのメンバーである場合、ビジ

ネス要件に応じて、そのユーザーには異なるグループ内で異なるロールを割り当てることができ、

HYCUにログオンしている間にそれらのグループを切り替えることができます。

ユーザーが属するグループに応じて、ユーザーは次のアクションを実行できます。

ロール インフラストラクチャグループ セルフサービスグループ

管理者 l データ保護環境におけるすべての l ポリシーを割り当てます。
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ロール インフラストラクチャグループ セルフサービスグループ

アクションを実行します。 l 仮想マシン、アプリケーション、ファ

イル共有、ボリュームグループを

バックアップおよび復元します。

l データ保持期間を管理します。

l 「VMバックアップを検証」オプション

を使用して、仮想マシンのバック

アップ検証を実行します。

l 検証ポリシーを割り当て/割り当て

解除します。

l グループでユーザーを追加および

削除します。

l すべてのレポート管理アクションを

実行します。

l クラウドアカウントを追加、編集、

および削除します。

ビューアー

l データ保護環境内のアプリケー

ション、仮想マシン、ファイル共

有、ボリュームグループ、ポリ

シー、ターゲット、ジョブ、イベン

ト、ユーザー、生成されたレポート

バージョン、および「 管理」メ

ニューから利用できる設定に関す

る情報を表示します。

l データ保護環境内のアプリケー

ション、仮想マシン、ファイル共

有、ボリュームグループ、ポリシー、

ジョブ、イベント、および生成され

たレポートバージョンに関する情

報を表示します。

バックアップオペ

レーター

l ビューアーと同じ情報を表示しま

す。

l バックアップ戦略を定義します。

l セルフサービスグループが所有し

ていない仮想マシン、ファイル共

有、ボリュームグループをバックアッ

プし、アプリケーションをバックアップ

します。

l ビューアーと同じ情報を表示しま

す。

l ポリシーを割り当てます。

l 仮想マシン、アプリケーション、ファ

イル共有、ボリュームグループを

バックアップします。

復元オペレーター

l ビューアーと同じ情報を表示しま

す。

l セルフサービスグループが所有し

ていない仮想マシン、ファイル共

有、ボリュームグループを復元し、

アプリケーションを復元します。

l ビューアーと同じ情報を表示しま

す。

l 仮想マシン、アプリケーション、ファ

イル共有、ボリュームグループを復

元します。

l 「VMバックアップを検証」オプション
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ロール インフラストラクチャグループ セルフサービスグループ

l 「VMバックアップを検証」オプショ

ンを使用して、仮想マシンのバッ

クアップ検証を実行します。

l 検証ポリシーを割り当て/割り当て

解除します。

を使用して、仮想マシンのバック

アップ検証を実行します。

l 検証ポリシーを割り当て/割り当て

解除します。

バックアップおよび

復元オペレーター

l ビューアーと同じ情報を表示しま

す。

l バックアップ戦略を定義します。

l セルフサービスグループが所有し

ていない仮想マシン、ファイル共

有、ボリュームグループをバックアッ

プおよび復元し、アプリケーション

をバックアップおよび復元します。

l 「VMバックアップを検証」オプショ

ンを使用して、仮想マシンのバッ

クアップ検証を実行します。

l 検証ポリシーを割り当て/割り当て

解除します。

l ビューアーと同じ情報を表示しま

す。

l ポリシーを割り当てます。

l 仮想マシン、アプリケーション、ファ

イル共有、ボリュームグループを

バックアップおよび復元します。

l 「VMバックアップを検証」オプション

を使用して、仮想マシンのバック

アップ検証を実行します。

l 検証ポリシーを割り当て/割り当て

解除します。

ユーザー環境のセットアップ
ユーザーがHYCUを使用してデータ保護を開始する前に、データ保護環境内のデータにアクセスする

権限をユーザーに付与する必要があります。ユーザーを作成し、ユーザーをグループに追加すること

で、ユーザーは定義されたデータ保護環境のみにアクセスし、割り当てられたロールで指定された一

連のアクションを実行できるようになります。

タスク 実行者 ... 説明

1. 新しいユーザーを作成しま

す。

インフラストラクチャグループ管

理者
“ユーザーの作成”次のページ

2. ユーザーをユーザーグルー

プに追加します。

インフラストラクチャまたはセルフ

サービスグループの管理者

“ユーザーのグループへの追加 ”

ページ253

ユーザー環境のセットアップ中に、次のタスクの1つ以上を実行することにより、ユーザーの要件に合わ

せて環境を調整できます。

タスク 実行者 ... 説明

新しいセルフサービスグループを

作成します。

インフラストラクチャグループ管

理者

“セルフサービスグループの作成 ”

ページ253
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タスク 実行者 ... 説明

仮想マシン、ファイル共有、ボ

リュームグループの所有権を設

定します。

インフラストラクチャグループ管

理者
“所有権の設定”ページ254

特定のグループまたはユーザー

のHYCUへのログオンを有効ま

たは無効にします。

インフラストラクチャグループ管

理者

“ユーザーまたはセルフサービス

グループのアクティブ化または非

アクティブ化 ”ページ256

「セルフサービス」パネルへのアクセス

「セルフサービス」パネルにアクセスするには、ナビゲーションペインで、「セルフサービス」をクリックしま

す。

ユーザーの作成

前提条件

l 2要素認証を使用する場合：適切な認証システムをセットアップする必要があります。認証方式

に応じて、次のものを使用します。

o 時間ベースのワンタイムパスワード( OTP)認証アプリケーション(スマートフォンのGoogle認証

システム)。

o ハードウェアキーや指紋リーダーなどの、FIDO互換認証システム。

l HYCUをIDプロバイダーと統合する場合：IDプロバイダー環境では、IDプロバイダーを使用して

HYCUにサインインできるようにするユーザーに対して、HYCUをアプリケーションとして割り当てる

必要があります。HYCUとIDプロバイダーを統合する方法の詳細な説明については、“HYCUとID

プロバイダーの統合 ”ページ266を参照してください。

制限事項

l Active Directoryプライマリグループ(通常はドメインユーザーグループ)をADグループとして追加す

ることはできません。

l 証明書認証が有効になっている場合、ADユーザーに対する2要素認証のセットアップはサポート

されません。

考慮事項

Active Directoryグループのメンバーが個別のユーザーとしてリストされ、それぞれに2要素認証を有効

にしたり、優先言語を設定したりできます。

手順

1. 「セルフサービス」パネルで、「ユーザーの管理」をクリックし、「 新規」をクリックします。

2. HYCUユーザー、ADユーザー、またはIDプロバイダーユーザーを追加する場合は、ユーザー名を

入力しします。ADグループを追加する場合は、一般名を入力します。
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i重要名前を入力するときは、SAMアカウント名の制限に準拠するようにします。名前の長

さは20文字を超えてはならず、次の文字を含めることができます。"/ \ [ ] : ; | = , + * ? < >さら

に、HYCUは名前にアットマーク( @)を使用できません。

環境で必要な場合は、ad.username.filter.regex構成設定を編集することでこれらの

制限を上書きできます。ただし、これはサポートされず、認証の問題を引き起こす可能性が

あります。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタ

マイズ”ページ381を参照してください。

3. 「認証タイプ」ドロップダウンメニューから、以下のいずれかの認証タイプを選択し、説明に従いま

す。

認証タイプ 説明

HYCU

a. 「言語」ドロップダウンメニューから、ユーザーが使用する言語

を選択します。

b. 「名前」フィールドで、ユーザーの表示名を入力します。

c. オプション：「Eメール」フィールドには、ユーザーの電子メールア

ドレスを入力します。

d. 「パスワード」フィールドで、ユーザーパスワードを入力します。

n注最小パスワード長は6文字です。

ADユーザー

a. 「言語」ドロップダウンメニューから、ユーザーが使用する言語

を選択します。

b. 「IDプロバイダー」ドロップダウンメニューから、ADユーザーが属

するActive Directoryを選択します。

ADグループ

a. 「言語」ドロップダウンメニューから、ユーザーが使用する言語

を選択します。

b. 「IDプロバイダー」ドロップダウンメニューから、ADグループが属

するActive Directoryを選択します。

IDプロバイダーユーザー

a. 「言語」ドロップダウンメニューから、ユーザーが使用する言語

を選択します。

b. 「IDプロバイダー」ドロップダウンメニューから、IDプロバイダーを

選択します。

c. 「IDプロバイダーのユーザーID」フィールドに、IDプロバイダーの

ユーザーIDを入力します。

n注 IDプロバイダーに応じて、ユーザーIDは以下のように

対応します。

l Google：ユーザーの電子メールアドレス

l Microsoft：オブジェクト ID

l Okta：ユーザーのプロファイルに移動するときのURLの
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認証タイプ 説明

一部

l Active Directoryフェデレーションサービス：オブジェクト

GUID

詳細については、それぞれのIDプロバイダーの資料を参

照してください。

4. HYCUユーザー、ADユーザー、またはADグループを追加する場合のみ。ユーザーに対して2要素

認証を有効にする場合は、「2要素認証の有効化」スイッチを使用し、次の2要素認証方式の

いずれかを選択します。

l 時間ベースのワンタイムパスワード

このオプションを使用すると、OTPアプリケーションによって生成された時間ベースのワンタイム

パスワード( OTP)を使用できます。2要素認証が有効になった後の最初のログオン時に、

ユーザーがOTPをセットアップする必要があります。

l FIDO

このオプションを選択すると、FIDOプロトコル( FIDO認証システム)に準拠する認証システム

を使用できます。ユーザーはFIDO認証システムを登録する必要があります。詳細について

は、“FIDO認証システムの管理”ページ323を参照してください。

5. 2要素認証を有効にした場合のみ。ユーザーが2要素認証を無効にできないようにするには、必

ず「ユーザーは2要素認証を無効にできません」チェックボックスを選択します。このチェックボックス

をクリアすると、2要素認証を無効にできます。管理者ロールが設定され、インフラストラクチャグ

ループに属しているユーザーは、このオプションが設定されていても、2要素認証を無効できます。

n注ユーザーが2要素認証を無効にした場合、管理者にはセキュリティ警告が通知されま

す。

6. 「保存」をクリックし、「閉じる」をクリックします。ユーザーはすべてのユーザーのリストに追加されま

す。

後で以下を実行できます。

l 「編集」をクリックして必要な変更を加えることで、既存のHYCUまたはIDプロバイダーのユーザー

を編集します。組み込みユーザー、ADユーザー、およびADグループは編集できないことに注意し

てください。

l 特定のユーザーのHYCUへのログオンを有効または無効にします。詳細については、“ユーザーの

アクティブ化または非アクティブ化 ”ページ256を参照してください。

l 「削除」をクリックして、既存のユーザーのいずれかを削除します。組み込みユーザーは削除でき

ないことに注意してください。
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ユーザーのグループへの追加

前提条件

ユーザーをセルフサービスグループに追加する場合のみ。セルフサービスグループが作成されている。こ

の実行方法の詳細については、“セルフサービスグループの作成”下を参照してください。

考慮事項

l ユーザーを複数のグループに追加して、そのグループ内でユーザーに異なるユーザーロールを割り

当てることができます。ユーザーロールの詳細については、“ユーザーロール”ページ247を参照して

ください。

l ADユーザーが複数のADグループのメンバーシップに基づいて複数のユーザーロールを割り当てら

れている場合、ユーザーは最高の特権レベルを持つロールを取得します。ユーザーロールの優先

順位は、管理者 >バックアップおよび復元オペレーター>復元オペレーター>バックアップオペレー

ター>ビューアーとなっています。ただし、ADグループとは無関係にADユーザーに割り当てられた

ロールは、ADグループ内のロールよりも常に優先されることに注意してください。

手順

1. 「セルフサービス」パネルの「詳細ビュー」で、ユーザーを追加するグループを選択します。

2. 「 グループに追加」をクリックします。「グループにユーザーを追加」ダイアログボックスが開きます。

n注既定で作成されるインフラストラクチャグループ、または自分で作成する必要があるセ

ルフサービスグループにユーザーを追加できます。

3. 「ユーザー名」フィールドで、ユーザー名を入力します。

i重要ADユーザーおよびADグループの場合：ユーザー名を、user@domainまたは

domain\nameのいずれかの形式で入力します。

4. 「ユーザーロール」ドロップダウンメニューから、ユーザーに割り当てるロール( 「管理者」、「バックアッ

プと復元オペレーター」、「復元オペレーター」、「バックアップオペレーター」、または「閲覧者」)を

選択します。

5. 「ユーザーを追加」をクリックします。

特定のデータ保護環境のニーズに応じて、いつでもグループからユーザーを削除できます。これは、削

除するユーザーを選択し、「 グループから削除」をクリックして行うことができます。

セルフサービスグループの作成

手順

1. 「セルフサービス」パネルで、「 新しいグループ」をクリックします。「新しいグループ」ダイアログボック

スが開きます。

2. セルフサービスグループ名とその説明(オプション)を入力します。

3. 「保存」をクリックします。

後で以下を実行できます。
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l ユーザーをグループに追加します。詳細については、“ユーザーのグループへの追加”前のページを

参照してください。

l 「編集」をクリックして必要な変更を加えることで、既存のセルフサービスグループを編集します。

l 特定のセルフサービスグループに属するユーザーが、グループ名とアンダースコアで始まる名前を持

つポリシー(たとえば、HYCUGroup_Policy1)、およびExcludeポリシー(既にユーザーが所有者と

なっている仮想マシン、ファイル共有、ボリュームグループに割り当てられている他のポリシーと同

様)のみを表示できるようにします。これを実行するには、HYCU config.propertiesファイル

で、policies.group.specific.synchronized構成設定をtrueに設定します。そのような

ポリシーは、エンティティに割り当てられていない場合にのみ編集または削除できることに注意して

ください。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタマイ

ズ”ページ381を参照してください。

l 特定のセルフサービスグループのHYCUへのログオンを有効または無効にします。詳細について

は、“セルフサービスグループのアクティブ化または非アクティブ化 ”ページ256を参照してください。

l 「削除」をクリックして、既存のセルフサービスグループのいずれかを削除します。

所有権の設定

仮想マシン、ファイル共有、ボリュームグループの所有権を設定することにより、特定のグループが、割

り当てられた仮想マシン、ファイル共有、ボリュームグループのみを保護できるようにします。所有者を

割り当てるエンティティに応じて、次のいずれかのセクションを参照してください。

l “仮想マシンの所有権の設定”下

l “ファイル共有の所有権の設定 ”次のページ

l “ボリュームグループの所有権の設定”次のページ

仮想マシンの所有権の設定

考慮事項

仮想マシンの所有権を変更する際、特定の所有者により保護されているデータを維持するか削除

するかのどちらかを選択することができます。特定の所有者により保護されているデータを維持するよ

う選択した場合、その仮想マシンはHYCU内に「PROTECTED_DELETED」ステータスで維持されま

す。このような仮想マシンを「VMの復元」オプションで復元することは可能ですが、復元を実行する前

に仮想マシンをソースから削除しておく必要があります。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、所有者を割り当てる仮想マシンを選択し、「所有者」をクリックします。

2. グループのリストから、選択した仮想マシンの所有者として割り当てるグループを選択し、「割り当

て」をクリックします。
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i重要仮想マシンまたはアプリケーションのバックアップジョブまたは復元ジョブが進行中の場

合、またはスケジュールされたバックアップタスクがキュー内にある場合、関連する仮想マシン

に新しいグループを割り当てることはできません。

特定のデータ保護環境の要件に応じて、いつでも仮想マシンから所有者を削除できます。これは、

対象の仮想マシンを選択し、「所有者」をクリックして、次に「割り当て解除」をクリックして行いま

す。

ファイル共有の所有権の設定

考慮事項

ファイル共有の所有権を変更する際、特定の所有者により保護されているデータを維持するか削除

するかのどちらかを選択することができます。特定の所有者により保護されているデータを維持するよ

う選択した場合、そのファイル共有はHYCU内に「PROTECTED_DELETED」ステータスで維持され

ます。

「共有フォルダ」パネルへのアクセス

「共有フォルダ」パネルにアクセスするには、ナビゲーションペインで、「 共有フォルダ」をクリックしま

す。

手順

1. 「共有フォルダ」パネルで、所有者を割り当てるファイル共有を選択し、「所有者」をクリックしま

す。

2. グループのリストから、選択したファイル共有の所有者として割り当てるグループを選択し、「割り

当て」をクリックします。

i重要ファイル共有のバックアップジョブまたは復元ジョブがすでに進行中の場合、またはスケ

ジュールされたバックアップタスクがキュー内にある場合、このファイル共有に新しいグループを

割り当てることはできません。

特定のデータ保護環境のニーズに応じて、いつでもファイル共有から所有者を削除できます。これ

は、所有者を削除するファイル共有を選択し、「所有者」をクリックし、次に「割り当て解除」をクリッ

クして行うことができます。

ボリュームグループの所有権の設定

考慮事項

ボリュームグループの所有権を変更する際、特定の所有者により保護されているデータを維持するか

削除するかのどちらかを選択することができます。特定の所有者により保護されているデータを維持

するよう選択した場合、そのボリュームグループはHYCU内に「PROTECTED_DELETED」ステータス

で維持されます。

「ボリュームグループ」パネルのアクセス

「ボリュームグループ」パネルにアクセスするには、ナビゲーションペインで、「 ボリュームグループ」をク

リックします。
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手順

1. 「ボリュームグループ」パネルで、所有者を割り当てるボリュームグループを選択し、「所有者」を

クリックします。

2. グループのリストから、選択したボリュームグループの所有者として割り当てるグループを選択し、

「割り当て」をクリックします。

i重要ボリュームグループのバックアップジョブまたは復元ジョブがすでに進行中の場合、また

はスケジュールされたバックアップタスクがキュー内にある場合、このボリュームグループに新しい

グループを割り当てることはできません。

特定のデータ保護環境のニーズに応じて、いつでもボリュームグループから所有者を削除できます。こ

れは、所有者を削除するボリュームグループを選択し、「所有者」をクリックし、次に「割り当て解除」

をクリックして行うことができます。

ユーザーまたはセルフサービスグループのアクティブ化または

非アクティブ化

ビジネスの性質に応じて、特定のユーザーまたはセルフサービスグループをアクティブ化または非アク

ティブ化することで、HYCUにログオンすることをいつでも有効または無効にできます。セルフサービスグ

ループをアクティブまたは非アクティブにすることにより、特定のセルフサービスグループに属するすべての

ユーザーがそのグループのメンバーとしてHYCUにログオンすることを有効または無効にできます。

ユーザーのアクティブ化または非アクティブ化

手順

1. 「セルフサービス」パネルで、「ユーザーの管理」をクリックします。

2. すべてのユーザーのリストから、ステータスを変更するユーザーを選択します。

3. ユーザーのステータスに応じて、以下のいずれかを実行します。

l 選択したユーザーのステータスが非アクティブであり、それをアクティブにしたい場合には、「ア
クティブ化」をクリックします。

l 選択したユーザーのステータスが「アクティブ」であり、それを非アクティブにする場合には、「
非アクティブ化」をクリックします。

セルフサービスグループのアクティブ化または非アクティブ化

手順

1. 「セルフサービス」パネルで、セルフサービスグループのリストから、ステータスを変更するものを選択

します。

2. セルフサービスグループのステータスに応じて、以下のいずれかを実行します。

l 選択したセルフサービスグループのステータスが「非アクティブ」であり、それをアクティブにする

場合には、「アクティブ化」をクリックします。
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l 選択したセルフサービスグループのステータスが「アクティブ」であり、それを非アクティブにする

場合には、「非アクティブ化」をクリックします。

n注ユーザーが複数のセルフサービスグループのメンバーであり、これらのグループの少なくとも1つ
が「Active」ステータスになっている場合、ユーザーはそれに自動的に切り替えられます。ユーザー

が属する「アクティブ」ステータスのグループが複数ある場合、ユーザーは最初に作成されたグルー

プに自動的に切り替えられます。

別のグループへの切り替え
ユーザーとして、1つ以上のグループに属し、所属するグループに関連付けられているすべての権限で

HYCUにログオンできます。複数のグループのメンバーである場合には、HYCUにログオンしているとき

にいつでも別のグループに切り替えることができます(そのステータスが「アクティブ」である場合 )。これ

は、所属するグループのいずれかを選択して、セッションで使用できることを意味します。

手順

1. 画面の右上にある、現在そこからHYCUにログオンしているグループをクリックします。

参照：図10–1：例として、セルフサービスグループHYCU_groupの下のユーザーHYCU_group_

memberがHYCUにログオンします。

2. 所属するすべてのグループのリストから、切り替えたいグループを選択します。

tヒント現在そこからHYCUにログオンしているグループには、その横に「」が付きます。

3. 「切り替え」をクリックします。

選択したグループに自動的に切り替わります。

ユーザープロファイルの更新
現在ログオンしているユーザーは、自分の名前、メールアドレス、使用する言語、認証設定を、「プロ

ファイルの更新」オプションで設定できます。

考慮事項

管理者ロールが割り当てられているユーザーは、別のユーザーの情報を「セルフサービス」パネルで編

集できます。詳細については、“ユーザーの作成 ”ページ250を参照してください。

「プロファイルの更新」ダイアログボックスへのアクセス

「プロファイルの更新」ダイアログボックスにアクセスするには、画面右上の「」をクリックし、「プロファイ

ルの更新」を選択します。
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手順

1. 「名前」フィールドで、新しい名前を指定します。

2. 「Eメール」フィールドで、自分のユーザープロファイルと関連付けるメールアドレスを入力します。

3. 「言語」ドロップダウンメニューから、使用する言語を選択します。

4. オプション。「2要素認証の有効化」を選択して、2要素認証を有効にします。2要素認証方式

を選択します。

l 時間ベースのワンタイムパスワード

このオプションを使用すると、OTPアプリケーションによって生成された時間ベースのワンタイム

パスワード( OTP)を使用できます。

l FIDO

このオプションを選択すると、FIDOプロトコル( FIDO認証システム)に準拠する認証システム

を使用できます。

5. 「保存」をクリックします。

6. 2要素認証を有効にした場合のみ。2要素認証の初期セットアップを実行します。

l 時間ベースのワンタイムパスワードの場合：「2要素認証の設定」ダイアログボックスが表示さ

れます。以下を実行します。

a. 適切なOTPアプリケーション(スマートフォンのGoogle Authenticatorなど)で、QRコードを

読み取るか、またはOTPバックアップコードを手動で入力します。

b. 「認証符号」フィールドに、生成された6桁のコードを入力し、「確認」をクリックしてセット

アッププロセスを完了します。

n注ワンタイムパスワードをセットアップしない場合、次回のログオン時に「2要素認証の

設定」ダイアログボックスが表示されます。

l FIDOの場合 :「FIDO認証システム」ダイアログボックスが表示されます。以下を実行します。

a. ウィザードに従って、認証システム(セキュリティキーや指紋リーダー付きWindows Hello

など)を登録します。プロセスは、選択した認証システムのタイプとオペレーティングシステ

ムのバージョンによって異なります。

b. 認証システムの名前を入力し、「登録」をクリックします。

n注少なくとも1つの認証システムの登録が完了していない場合、2要素認証を有効

にした後の最初のログオン時に、認証システムを登録することが求められます。

後で認証システムを追加したり、既存の認証システムを取り消したりすることもできま

す。詳細については、“FIDO認証システムの管理 ”ページ323を参照してください。
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管理

HYCUをデプロイしたら、「 管理」メニューでさまざまな管理タスクを実行して、データ保護環境向けに

HYCUをカスタマイズできます。

目的 手順

クラウドアカウントをHYCUに追加します。 “クラウドアカウントの追加”次のページ

ターゲットの暗号化を構成します。 “ターゲット暗号化の構成”ページ266

HYCUをIDプロバイダーと統合します。 “HYCUとIDプロバイダーの統合 ”ページ266

HYCUインスタンスを管理します。 “HYCUインスタンスの管理 ”ページ271

iSCSIイニシエーターシークレットを設定します。
“iSCSIイニシエーターシークレットの設定”ページ

273

恒久HYCUライセンスを取得します。 “ライセンス”ページ273

HYCUが予期したとおりに実行しない場合、問

題をトラブルシューティングするためにログファイル

設定を構成します。

“ログのセットアップ”ページ277

ネットワーク設定を変更するか、ネットワーク帯

域幅の調整を有効にします。
“ネットワークの構成”ページ279

復元ポイント層のデータ保持期間を設定しま

す。
“データ保持期間の管理”ページ282

電源オプションを設定します。 “電源オプションの設定”ページ288

Conjurシークレット管理ソリューションを採用する

ことで、資格情報(シークレット )を安全に保管、

アクセス、管理できます。

“シークレットの管理”ページ288

SMTPサーバーを構成します。 “SMTPサーバーの構成”ページ290

HYCUを利用可能な新しいバージョンにアップグ

レードします。
“HYCUのアップグレード”ページ297

HYCU更新を適用します。 “HYCU更新の適用”ページ310

第11章
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目的 手順

SSL証明書を構成します。 “SSL証明書の構成 ”ページ291

HYCUとテレメトリ診断データを共有します。 “HYCUとのテレメトリデータの共有 ”ページ296

何らかの理由で、データの保護にHYCUを使用する必要がなくなったと判断した場合には、システム

から簡単に削除できます。詳細については、“HYCUの削除”ページ314を参照してください。

クラウドアカウントの追加
次のいずれかのデータ保護タスクを実行する前に、1つ以上のクラウドアカウントをHYCUに追加する

必要があります。

l Azure GovernmentサブスクリプションのHYCUへの追加。

l Google Cloudターゲットへのデータの保存。

l HYCUで保護されたデータのオンプレミス環境からクラウドへの移行。

l HYCU for AWS、HYCU for Google CloudまたはHYCU for Azureで保護されたデータのクラウド

からオンプレミス環境への移行。

l 災害発生時のデータのクラウドへの災害復旧実行。

l HYCUManagerでのHYCU for Google CloudおよびHYCU for Azureデータ保護環境の監視。

l HYCUのGoogle Cloudへの展開。

考慮事項

異なるインフラストラクチャ間での仮想マシンの移行、クラウドへのデータの災害復旧の実行、クラウド

データ保護環境の監視、およびクラウドへの展開は、HYCU Protégéライセンスを所有している場合

にのみサポートされます。

どのデータ保護タスクを実行するかに応じて、1つ以上のクラウドアカウントをHYCUに追加します。

目的 クラウドアカウント 説明

l HYCUで保護されたデータをAWSに移行し

ます。

l HYCU for AWSで保護されたデータをオンプ

レミス環境に移行します。

l AWSへの災害復旧を実行します。

AWSユーザーアカウン

ト

“AWSユーザーアカウン

トの追加 ”次のページ

l Google Cloudターゲットにデータを保存しま

す。

l HYCUで保護されたデータをGoogle Cloud

に移行します。

l HYCU for Google Cloudで保護されたデー

タをオンプレミス環境に移行します。

Google Cloudサービス

アカウント

“Google Cloudサービ

スアカウントの追加”

ページ262
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目的 クラウドアカウント 説明

l Google Cloudへの災害復旧を実行しま

す。

l HYCUManagerのHYCU for Google Cloud

データ保護環境を監視します。

l HYCUをGoogle Cloudに展開します。

l HYCUで保護されたデータをAzureに移行し

ます。

l HYCU for Azureで保護されたデータをオン

プレミス環境に移行します。

l Azureへのデータの災害復旧を実行しま

す。

l HYCUManagerのHYCU for Azureデータ

保護環境を監視します。

Azureサービスプリンシ

パル

“Azureサービスプリンシ

パルの追加 ”ページ

264

l Azure Governmentサブスクリプションを

HYCUに追加します。

l HYCUで保護されたデータをAzure

Governmentに移行します。

l Azure Governmentへの災害復旧を実行し

ます。

Azure Government

サービスプリンシパル

“Azure Government

サービスプリンシパルの

追加 ”ページ265

AWSユーザーアカウントの追加

前提条件

ユーザーアカウントはAWSで作成する必要があり、S3サービスで次のアクションを実行する権限が必

要です：ListBucket、CreateBucket、DeleteBucket、GetObject、PutObject、
DeleteObject、およびPutBucketPublicAccessBlock。さらに、それらのアクションに対して、「リ

ソース」値を「すべてのリソース」に設定する必要があります。S3権限の詳細については、AWSの資料

を参照してください。

「クラウドアカウント」ダイアログボックスへのアクセス

「クラウドアカウント」ダイアログボックスにアクセスするには、「 管理」をクリックし、「クラウドアカウント」

を選択します。

手順

1. 「クラウドアカウント」ダイアログボックスで、「 新規」をクリックします。「クラウドを選択」ダイアログ

ボックスが開きます。

2. 「AWSユーザーアカウントの追加」を選択し、「次へ」をクリックします。「AWS認証」ダイアログボッ

クスが開きます。
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3. 「名前」フィールドで、AWSユーザーアカウントの名前を入力します。

4. 「HYCUアカウント ID」フィールドで、HYCU for AWSをサブスクライブしたときに受け取ったHYCUア

カウント IDを入力します。

5. 「HYCUユーザー名」フィールドと「HYCUパスワード」フィールドで、HYCU for AWSのアクセスに使

用するユーザーアカウントの資格情報を入力します。

6. 「アクセスキーID」フィールドで、AWSユーザーアカウントのアクセスキーIDを入力します。

7. 「シークレットアクセスキー」で、AWSユーザーアカウントのシークレットアクセスキーを入力します。

n注アクセスキーIDとシークレットアクセスキーは、AWS APIサービスコールを認証するために

使用されます。

8. 「保存」をクリックします。

既存のクラウドアカウントはいずれも後から編集することができます( 「編集」をクリックして必要な変

更を行います)。または不要になったものは削除できます( 「削除」をクリックします)。

Google Cloudサービスアカウントの追加

HYCUに追加するGoogle Cloudサービスアカウントのタイプは、実行するデータ保護タスクによって異

なります。

i重要HYCUには、必ず自分で作成した専用のサービスアカウントを追加する必要があります。

目的 追加するサービスアカウント

Google Cloudプロジェクトをソースとし

てHYCUに追加します。 Compute Adminロール、または“Google Cloudプロジェクト

の追加”ページ44で説明する権限があるカスタムロールを

付与されたアカウント。HYCUインスタンスをGoogle Cloudに

展開します。

NetApp Cloud Volumes Service for

Google Cloudによって作成されたファ

イル共有を保護します。

NetApp Cloud Volumes Service for Google Cloudにアク

セスする許可を持つアカウント。詳細については、“HYCU

のNetApp Cloud Volumes Service for Google Cloudへの

アクセスの有効化 ”ページ56を参照してください。

Google Cloudターゲットにデータを保

存します。

バックアップデータを保存するバケットにアクセスできるアカウ

ント。

HYCU for Google Cloudで保護され

たデータをGoogle Cloudからオンプレミ

ス環境に移行します。

HYCU for Google Cloudにインポートされ、インスタンスを

含むプロジェクトにストレージ管理者の役割が割り当てら

れているアカウント。

HYCUで保護されたデータをオンプレミ

ス環境からGoogle Cloudに移行しま

す。

HYCU for Google Cloudにインポートされ、仮想マシンを

移行するプロジェクトに割り当てられたコンピューティング管

理者、ストレージ管理者、サービスアカウントユーザー、お

よびサービスアカウントトークン作成者のロールを持つアカ

ウント。
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目的 追加するサービスアカウント

災害発生時に、Google Cloudへの

データの災害復旧を実行します。

HYCU for Google Cloudにインポートされ、災害復旧を実

行するプロジェクトに割り当てられたコンピューティング管理

者、ストレージ管理者、サービスアカウントユーザー、およ

びサービスアカウントトークン作成者のロールを持つアカウ

ント。

HYCUManagerのHYCU for Google

Cloudデータ保護環境を監視します。

HYCUManagerで監視する保護セットにアクセスする許

可を持つアカウント。

前提条件

l サービスアカウントがGoogle Cloudで構成済みである必要があります。

l 次のAPIは、サービスアカウントが作成されたGoogle Cloudプロジェクトで有効になっている必要

があります。

oCloud Resource Manager API
oCompute Engine API
oCloud Storage API
o Identity and Access Management API

リストされたAPIを有効にする方法の説明については、Google Cloudの資料を参照してください。

l サービスアカウント情報 (その秘密鍵を含む)を保存する有効なJSONファイルにアクセスできる必

要があります。

「クラウドアカウント」ダイアログボックスへのアクセス

「クラウドアカウント」ダイアログボックスにアクセスするには、「 管理」をクリックし、「クラウドアカウント」

を選択します。

手順

1. 「クラウドアカウント」ダイアログボックスで、「 新規」をクリックします。「クラウドを選択」ダイアログ

ボックスが表示されます。

2. 「GCPサービスアカウントの追加」を選択し、「次へ」をクリックします。「Google Cloud認証」ダイア

ログボックスが開きます。

3. サービスアカウント情報を含むJSONファイルを参照します。「サービスアカウント認証」フィールド

に、ファイル名が表示されます。

n注セルフサービスのグループ管理者としてHYCUにログオンしている場合のみ。Conjurを使

用してHYCUのシークレットを管理する場合、ファイルを参照する代わりにシークレットを提供

するのであれば、「シークレットマネージャーから値を取得」を有効にすることができます。シー

クレットの管理の詳細については、“シークレットの管理”ページ288を参照してください。

4. 「名前」フィールドで、アカウントサービス名を変更できます。

5. 「アップロード」をクリックします。
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サービスアカウントのアップロードが成功したことが通知されると、その名前が「クラウドアカウント」ダ

イアログに表示されます。

6. 「閉じる」をクリックします。

既存のクラウドアカウントはいずれも後から編集することができます( 「編集」をクリックして必要な変

更を行います)。または不要になったものは削除できます( 「削除」をクリックします)。次の場合には、

クラウドアカウントを削除できないことに注意してください。

l Google Cloudターゲットがこのアカウントを使用する。

l HYCUManagerで監視される保護セットがこのアカウントを使用する。

Azureサービスプリンシパルの追加

前提条件

サービスプリンシパルはAzureで作成し、HYCU for Azureに追加する必要があります。詳細について

は、HYCU for Azureの資料を参照してください。

i重要必ず自分で作成した専用のサービスプリンシパルをHYCUに追加し、サービスの利用開

始時にHYCU for Azureが自動的に作成される既定のプリンシパルは使用しないようにする必要

があります。

サービスプリンシパルに割り当てる必要があるロールは、実行するデータ保護タスクによって異なりま

す。

目的 必要なロール

HYCU for Azureで保護されたデータ

をAzure環境からオンプレミス環境に

移行します。
l サブスクリプションレベルで割り当てられたコントリビュー

ターロール

l サブスクリプション、リソースグループ、またはストレージ

アカウントレベルで割り当てられたストレージBlobデー

タコントリビューターロール

HYCUで保護されたデータをオンプレミ

ス環境からAzureに移行します。

災害発生時に、Azureへのデータの災

害復旧を実行します。

HYCUManagerのHYCU for Azure

データ保護環境を監視します。

l サブスクリプションレベルで割り当てられたコントリビュー

ターロール

「クラウドアカウント」ダイアログボックスへのアクセス

「クラウドアカウント」ダイアログボックスにアクセスするには、「 管理」をクリックし、「クラウドアカウント」

を選択します。

手順

1. 「クラウドアカウント」ダイアログボックスで、「 新規」をクリックします。「クラウドを選択」ダイアログ

ボックスが表示されます。
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2. 「Azureサービスプリンシパルの追加」を選択し、「次へ」をクリックします。「Azure認証」ダイアログ

ボックスが表示されます。

3. 「名前」フィールドで、サービスプリンシパルの名前を入力します。

4. 「テナント ID」フィールドで、テナント IDを入力します。

5. 「アプリケーションID」フィールドに、Azure Active Directoryでのアプリケーションの( HYCU for

Azure)登録のIDを入力します。

6. 「クライアントシークレット値」フィールドで、クライアントのシークレット値を入力します。

7. 「保存」をクリックします。

既存のサービスプリンシパルはいずれも後から編集できます( 「編集」をクリックして必要な変更を行

います)。または不要になったものは削除できます( 「削除」をクリックします)。HYCUManagerで監

視されている保護セットがこのアカウントを使用している場合は、サービスプリンシパルを削除できない

ことに注意してください。

Azure Governmentサービスプリンシパルの追加

前提条件

l サービスプリンシパルは、Azure Governmentで作成する必要があります。

l サービスプリンシパルには、サブスクリプションレベルでコントリビューターロールを割り当てる必要が

あります。

「クラウドアカウント」ダイアログボックスへのアクセス

「クラウドアカウント」ダイアログボックスにアクセスするには、「 管理」をクリックし、「クラウドアカウント」

を選択します。

手順

1. 「クラウドアカウント」ダイアログボックスで、「 新規」をクリックします。「クラウドを選択」ダイアログ

ボックスが表示されます。

2. 「Azure Governmentサービスプリンシパルの追加」を選択し、「次へ」をクリックします。「Azure

Government認証」ダイアログボックスが表示されます。

3. 「名前」フィールドで、サービスプリンシパルの名前を入力します。

4. 「テナント ID」フィールドで、テナント IDを入力します。

5. 「アプリケーションID」フィールドに、Azure Active Directoryでのアプリケーションの( HYCU)登録の

IDを入力します。

6. 「クライアントシークレット値」フィールドで、クライアントのシークレット値を入力します。

7. 「保存」をクリックします。

既存のサービスプリンシパルはいずれも後から編集できます( 「編集」をクリックして必要な変更を行

います)。または不要になったものは削除できます( 「削除」をクリックします)。
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ターゲット暗号化の構成
ターゲットのセットアップにターゲットの暗号化を有効にした場合、使用されるアルゴリズムに関する情

報の表示、暗号化されたターゲットのリストの表示、暗号化キーのファイルへのエクスポート、および暗

号化キーのインポートを行うことができます。

「暗号化」ダイアログボックスへのアクセス

「暗号化」ダイアログボックスにアクセスするには、「 管理」をクリックし、「暗号化」を選択します。

暗号化キーのエクスポート

手順

1. 「暗号化」ダイアログボックスで、「エクスポート」をクリックします。

2. エクスポートしたファイルを安全な場所に保存します。

暗号化キーのインポート

手順

1. 「暗号化」ダイアログボックスで、「インポート」をクリックします。

2. 「インポート」ダイアログボックスで、暗号化キーを含むファイルを参照し、「インポート」をクリックしま

す。

暗号化キーが正常にインポートされたことが通知されます。

HYCUとIDプロバイダーの統合
HYCUをActive Directory IDプロバイダー、およびGoogle、Microsoft、Okta、Active Directoryフェデ

レーションサービスなどのOpenID Connect認証プロトコルをサポートするIDプロバイダーと統合すると、

それらのIDプロバイダーを利用してHYCUに安全にサインインできるようになり、HYCU専用の資格情

報を維持する必要がなくなります。

HYCUをIDプロバイダーと統合する場合、次のタスクを実行する必要があります。

タスク 説明

1. IDプロバイダーをHYCUに追加して、ユー

ザーを認証できるようにします。

“IDプロバイダーのHYCUへの追加”次のページに

説明されている手順に従います。

2. IDプロバイダーを使用してサインインできる

ユーザーを作成し、そのユーザーをユーザー

グループに追加します。

“ユーザーの作成”ページ250と“ユーザーのグルー

プへの追加 ”ページ253に説明されている手順に

従います。
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IDプロバイダーのHYCUへの追加

前提条件

l OpenID Connect認証プロトコルをサポートするIDプロバイダーを追加する場合のみ。HYCUに追

加する予定のIDプロバイダー内で、HYCUがWebアプリケーションとして登録されている必要があ

ります。HYCUを登録する場合は、次が実行済みであることを確認してください。

o MicrosoftをIDプロバイダーとして使用している場合のみ。Azureでは、HYCUに、次のAzure

APIへのアクセス権限を付与する必要があります。User.Readに対する権限を委譲された

Microsoft Graph。

o OktaをIDプロバイダーとして使用している場合のみ。Oktaでは、付与のタイプとして、ユー

ザーの代わりに行動するクライアントの下で承認コードを選択する必要があります。

o Active DirectoryフェデレーションサービスをIDプロバイダーとして使用している場合のみ。

Active Directoryフェデレーションサービスでは、クライアント /サーバーアプリケーションとして

「Web APIにアクセスするサーバーアプリケーション」を選択し、アプリケーションの許可を構成

するときにopenidとallatclaimsを選択する必要があります。また、ルールを構成するときに

は、ObjectGUID属性をマッピングする発信クレームタイプがObjectGUIDであることを確認し

ます。

アプリケーションの登録方法については、それぞれのIDプロバイダーの資料を参照してください。

l Active DirectoryでLDAPSを使用することを予定している場合のみ：LDAPS認証がセットアップさ

れます。詳細については、“LDAPS認証のセットアップ”ページ321を参照してください。

考慮事項

l ユーザーアカウントのセキュリティをさらに高めるために、IDプロバイダー内に多要素認証を構成す

ることもできます。この方法については、それぞれのIDプロバイダーの資料を参照してください。

l HYCUの認証ソースとしてActive Directoryを使用する場合、証明書認証を有効にして、ユー

ザーがクライアント証明書またはスマートカードでHYCUWebユーザーインターフェースにログオンで

きるようにすることも可能です。説明については、“証明書認証の有効化 ”ページ270を参照して

ください。

「IDプロバイダー」ダイアログボックスへのアクセス

「IDプロバイダー」ダイアログボックスにアクセスするには、「 管理」をクリックし、「IDプロバイダー」を選

択します。

手順

1. 「IDプロバイダー」ダイアログボックスで、「 新規」をクリックします。新しいダイアログボックスが開き

ます。

2. IDプロバイダーの名前を入力します。

3. 「タイプ」ドロップダウンメニューから、次のいずれかのIDプロバイダーのタイプを選択して、説明に従

います。
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IDプロバイダー

のタイプ
説明

Active Directory

a. 「ドメイン」フィールドで、Active DirectoryのFQDNまたはドメインエイリア

ス名を入力します。ADグループの使用を予定している場合、FQDNの

入力は必須です。

たとえば、mycompany.comをFQDNとして、mcをエイリアスドメイン名と

して入力する場合、ユーザーはHYCUに
<Username>@mycompany.comまたはmc\<Username>でログオンでき

ます。

n注複数のFQDNまたはドメインエイリアス名を入力できます。こ

の場合には、それぞれを入力してからスペースバーを押します。

b. 「プロバイダーURL」フィールドに、対応するLDAPサーバーのURLを以

下のいずれかの形式で入力します。

l ldap://<LDAPServerHostnameorIPAddress>:<Port>

LDAPプロトコルを使用する場合、既定のポートは389です。既定

値を使用する場合、ポートの入力はオプションです。

l LDAPS 認証がセットアップされている場合のみ。

ldaps://<LDAPServerHostname>:<Port>

i重要LDAPサーバーのホスト名が、LDAPサーバーの証明

書のサブジェクト代替名( SAN)拡張で指定されたDNSエント

リと一致していることを確認します。そうでない場合、LDAP

サーバーへの接続が失敗します。

LDAPSプロトコルを使用する場合、既定のポートは636です。既

定値を使用する場合、ポートの入力はオプションです。

n注複数のURLを入力できます。この場合には、それぞれを入力

してからスペースバーを押します。

c. 証明書認証を有効にすることを予定している場合のみ。「サービスアカ

ウントを使用する」オプションを有効にし、Active Directoryへのログオン

とユーザーの認証にHYCUが使用するサービスアカウントのユーザー名

とパスワードを入力します。

Active Directory

フェデレーション

サービス

a. 「クライアント ID」フィールドに、IDプロバイダーによって生成されたアプリ

ケーションIDを入力します。

b. 「クライアントシークレット」フィールドに、クライアント IDに関連付けられて

おり、IDプロバイダーによって生成されたアプリケーションシークレットを入

力します。

c. 「発行者」フィールドに、IDプロバイダーの発行者のURLを入力します。

Google a. 「クライアント ID」フィールドに、IDプロバイダーによって生成されたアプリ
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IDプロバイダー

のタイプ
説明

ケーションIDを入力します。

b. 「クライアントシークレット」フィールドに、クライアント IDに関連付けられて

おり、IDプロバイダーによって生成されたアプリケーションシークレットを入

力します。

c. 「URIをリダイレクト」フィールドで、認証後にユーザーがリダイレクトされ

るURLを入力します。形式は次のとおりです。

https://<ServerName>:8443

この場合、<ServerName>はHYCUサーバーの完全修飾ドメイン名で

す。

例：

https://hycu.example.com:8443

Microsoft

a. 「クライアント ID」フィールドに、IDプロバイダーによって生成されたアプリ

ケーションIDを入力します。

b. 「クライアントシークレット」フィールドに、クライアント IDに関連付けられて

おり、IDプロバイダーによって生成されたアプリケーションシークレットを入

力します。

Okta

a. 「クライアント ID」フィールドに、IDプロバイダーによって生成されたアプリ

ケーションIDを入力します。

b. 「クライアントシークレット」フィールドに、クライアント IDに関連付けられて

おり、IDプロバイダーによって生成されたアプリケーションシークレットを入

力します。

c. 「発行者」フィールドに、IDプロバイダーの発行者のURLを入力します。

OpenID

Connect IDプロ

バイダー

a. 「クライアント ID」フィールドに、IDプロバイダーによって生成されたアプリ

ケーションIDを入力します。

b. 「クライアントシークレット」フィールドに、クライアント IDに関連付けられて

おり、IDプロバイダーによって生成されたアプリケーションシークレットを入

力します。

c. 「発行者」フィールドに、IDプロバイダーの発行者のURLを入力します。

d. 「承認エンドポイント」フィールドに、IDプロバイダーの承認エンドポイント

を入力します。

e. 「トークンエンドポイント」フィールドに、IDプロバイダーのトークンエンドポ

イントを入力します。

f. 「JWKSエンドポイント」フィールドに、IDプロバイダーのJSONWebキー
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IDプロバイダー

のタイプ
説明

セットエンドポイントを入力します。

g. オプション：「Userinfoエンドポイント」フィールドに、IDプロバイダーの

Userinfoエンドポイントを入力します。

n注このフィールドを空にすると、HYCUがUserInfoエンドポイント

データを自動的に生成します。

4. 「保存」をクリックします。

後で以下を実行できます。

l 「編集」をクリックして必要な変更を加えることで、既存のIDプロバイダーに関する情報を編集し

ます。

n注「URIをリダイレクト」フィールドには、認証後にユーザーがリダイレクトされるURLが示さ

れます(例：https://hycu.example.com:8443)。あらかじめ入力されているホスト名

は、ユーザーアクセスを認証するHYCU Backup Controllerのホスト名です。

l 「削除」をクリックして、既存のIDプロバイダーのいずれかを削除します。

証明書認証の有効化

証明書認証を有効にすると、Active Directoryユーザーは、パスワードを入力しなくても、クライアント

証明書またはスマートカードを使用してHYCUWebインターフェースにログオンできます。

前提条件

l サービスアカウントが構成されたActive Directoryが少なくとも1つ、HYCUに追加されている。

l CA署名証明書がHYCUにインポートされている。この実行方法の詳細については、“カスタム証

明書のインポート ”ページ294を参照してください。

制限事項

証明書認証が有効になっている場合、ADユーザーに対する2要素認証のセットアップはサポートされ

ません。

手順

1. 「IDプロバイダー」ダイアログボックスで、証明書認証を有効にする場合は、「証明書認証を有効

にする」スイッチを使用します。

2. 「CA証明書」ドロップダウンメニューから、クライアント証明書を確認するためのCA署名付き証明

書を選択します。

i重要証明書認証を有効または無効にすると、HYCUWebユーザーインターフェースにログオン

している影響を受けるすべてのユーザーの接続が失われ、再度ログオンする必要があります。
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HYCUインスタンスの管理
データ保護環境内のすべての既存のHYCUインスタンスは、「インスタンス」ダイアログボックスにリストさ

れます。既存のすべてのHYCUインスタンスを表示することに加え、このダイアログボックスを使用して、

新しいHYCUインスタンスを作成し、各HYCUインスタンスについての情報を表示し、HYCUインスタン

スを削除することもできます。

HYCUインスタンスの詳細については、“HYCUインスタンス”ページ46を参照してください。

「インスタンス」ダイアログボックスへのアクセス

「インスタンス」ダイアログボックスにアクセスするには、「 管理」をクリックし、「インスタンス」を選択し

ます。

HYCUWebユーザーインターフェースの使用によるHYCU
インスタンスの作成

HYCU仮想アプライアンスを「HYCUインスタンス」モードで展開して作成する代わりに、HYCUWeb

ユーザーインターフェースを使用して、HYCUインスタンスを作成できます。

前提条件

l Nutanix AHVクラスターでHYCUインスタンスを作成する場合：HYCU仮想アプライアンスイメージ

が、Nutanixクラスター上に以下の形式で存在している。

hycu-<Version>-<Revision>

たとえば、hycu-4.8.0-3634。

l HYCUインスタンスをNutanix ESXiクラスター上で作成する場合：

o vCenter Serverの特定の特権を持つユーザーが指定されている。どの特権をvSphereユー

ザーに割り当てるべきかの詳細については、“vSphereユーザーへの特権の割り当て”ページ

329を参照してください。

o HYCU OVFパッケージがvCenter Serverコンテンツライブラリにインポートされ、その形式は以

下のとおりである。

hycu-<Version>-<Revision>

たとえば、hycu-4.8.0-3634。

l Google CloudでHYCUインスタンスを作成する場合：Google CloudプロジェクトをHYCUへのソー

スとして追加する必要があります。詳細については、“Google Cloudプロジェクトの追加”ページ44

を参照してください。

制限事項

Google CloudでHYCUインスタンスを作成する場合：Webユーザーインターフェースを使用するのは、

HYCUインスタンスを追加するためにサポートされている唯一の方法です。
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手順

1. 「インスタンス」ダイアログボックスで、「 新規」をクリックします。

2. 「全般」セクションで、HYCUインスタンスの名前を入力します。

3. 「ネットワーク設定」セクションで、以下を実行します。

a. HYCUインスタンスのホスト名を入力します。

i重要作成するHYCUインスタンスごとに一意のホスト名を入力し、以下のルールに

従ってください。

l ホスト名には、アルファベット、数字、ハイフン( -)、ピリオドのみ使用する。最大文字

数は253文字で、アルファベット1文字を含める。

l 各ホスト名セグメントの最大文字数は63。ホスト名セグメントの先頭または末尾は

ハイフンにできない。

l トップレベルドメインの先頭または末尾は数字にできない。

b. 動的 IPアドレスをHYCUに割り当てる場合は、「DHCP」スイッチを使用します。そうでない場

合は、IPアドレス、ネットマスク、およびゲートウェイを指定します。

4. 「展開」セクションで、以下を実行します。

a. 「宛先」ドロップダウンメニューから、HYCUインスタンスを配置するNutanixクラスターまたは

Google Cloudプロジェクトを選択します。

b. HYCUインスタンスをNutanixクラスターで作成する場合のみ。「ストレージコンテナ」ドロップダ

ウンメニューから、ストレージコンテナを選択します。

tヒント 「自動選択」を選択すると、HYCUは使用可能なスペースが最も多いストレー

ジコンテナを選択します。

c. HYCUインスタンスをNutanixクラスターで作成する場合のみ。「ネットワーク」ドロップダウンメ

ニューから、「VLAN」を選択します。

5. 「保存」をクリックします。

HYCUインスタンス情報の表示

各HYCUインスタンスに関する次の情報を表示できます。

HYCUインスタン

ス情報
説明

VM名 HYCUインスタンスの名前(把握している場合)。

ホスト名 HYCUインスタンスのホスト名。

ソース
HYCUインスタンスが存在するNutanixクラスターまたはGoogle Cloudプロジェク

ト ( HYCUに追加された場合にのみ表示されます)。

ステータス
HYCUインスタンスが実行しており、HYCU Backup Controllerと通信している

場合に表示されます。

バージョン HYCUインスタンスのバージョン(たとえば、hycu-4.8.0-3634)。
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HYCUインスタン

ス情報
説明

IPアドレス HYCUインスタンスに現在割り当てられているIPアドレス。

HYCUインスタンスの削除

手順

1. 「インスタンス」ダイアログボックスで、HYCUインスタンスのリストから、削除するものを選択し、「
削除」をクリックします。

i重要選択したHYCUインスタンスは、HYCU、Nutanixクラスター、およびすべてのGoogle
Cloudプロジェクトから削除されます。

2. 「インスタンスの削除」ダイアログボックスで、選択したHYCUインスタンスを削除することを確認す

るために、「はい」をクリックします。

iSCSIイニシエーターシークレットの設定
HYCU展開中に、HYCU iSCSIクライアント ( iSCSIイニシエーターと呼ばれる)は、データの保存に

HYCUがiSCSIターゲットを使用できるようにセットアップされます。

相互CHAP認証をiSCSIイニシエーターとiSCSIターゲットとの間で構成する場合、iSCSIイニシエー

ターシークレット (セキュリティキー)を指定する必要があります。相互認証を有効にする方法の詳細

については、“ターゲットのセットアップ”ページ58を参照してください。

「iSCSIイニシエーター」ダイアログボックスへのアクセス

「iSCSIイニシエーター」ダイアログボックスにアクセスするには、「 管理」にクリックし、「iSCSIイニシ

エーター」を選択します。

iSCSIイニシエーターの秘密を設定するには、次の手順に従います。

1. 「iSCSIイニシエーター」ダイアログボックスに、秘密を入力します。

2. 「保存」をクリックします。

ライセンス
HYCU仮想アプライアンスを展開したら、HYCUは試用ライセンスですぐに使い始めることができます。

このライセンスは30日後に自動的に失効し、再利用はできません。したがって、使い始めてから30日

以内に有効なライセンスを取得してください。

HYCUライセンスはHYCU Backup Controllerにリンクされ、環境に最も適したライセンスタイプまたはラ

イセンスタイプの組み合わせを決定できます。次のライセンスタイプが使用できます。
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l 標準ライセンス

o ソケットベースライセンス

ライセンスは、HYCUを使用して保護する予定のソース( Nutanixクラスター、vCenterサー

バー、Nutanix Files、および物理マシン)のCPUソケットの数に基づいています。ソケットベー

スのライセンスは、Azure Governmentサブスクリプションの保護には使用できません。

o VMベースライセンス

ライセンスは、HYCUを使用して保護する予定のすべてのソースおよび物理マシン上の仮想

マシンの数に基づいています。

l ファイルサーバーライセンス

これらのライセンスは、単独で使用することも、標準ライセンスと組み合わせて使用することもでき

ます。

o ソケットベースライセンス

ライセンス数は、HYCUを使用して保護する予定のNutanix Filesサーバーが存在するすべて

のNutanixクラスター上のCPUソケットの数に基づきます。

i重要このタイプのライセンスは、Nutanix Filesについてのみ予約されています。Dell
PowerScale OneFS、NetApp ONTAP、NetApp Cloud Volumes Service for Google

Cloudで作成されたファイル共有、または汎用ファイルサーバーを保護したい場合は、

HYCU販売担当員にお問い合わせください。

o キャパシティベースライセンス

ライセンスは、すべての保護されたファイルサーバー共有の全体サイズ(テラバイト単位)として

自動的に計算されるファイルサーバー共有のキャパシティに基づいています。

l HYCU Protégéライセンス

このライセンスを他のライセンスと組み合わせて使用すると、異なるインフラストラクチャ間で仮想

マシンを移行し、クラウドへのデータの災害復旧を実行し、HYCU for AWS、HYCU for Google

CloudおよびHYCU for Azureデータ保護環境を監視できます。

考慮事項

l ライセンスが有効であることを確認する場合には、HYCUはPROTECTEDまたはPROTECTED_

DELETEDステータスのエンティティを含むソースのみを考慮します。

l HYCU Backup Controllerの保護にはライセンスは必要ありません。

l マネージドサービスプロバイダ( MSP)ライセンスがHYCUに適用されている場合、HYCUとのテレメ

トリデータの共有は既定で有効になっており、無効にはできません。

l Nutanix Community Edition( CE)環境の場合：HYCUライセンスは不要です。

手順

1. 必要数のHYCUライセンスを購入します。オプションの説明については、販売担当者にお問い合

わせください。

2. ライセンス要求を作成します。詳細については、“ライセンス要求の作成”次のページを参照してく

ださい。
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3. Webライセンスポータルからライセンスを要求して取得します。詳細については、“ライセンスの要

求と取得 ”次のページを参照してください。

4. ライセンスをアクティベーションして、HYCUの使用を開始します。詳細については、“ライセンスのア

クティベーション”次のページを参照してください。

「ライセンス」ダイアログボックスへのアクセス

「ライセンス」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ライセンス」を選択しま

す。

ライセンス要求の作成

HYCUライセンスを取得するには、Webライセンスポータルにリクエストフォームを送信する必要があり

ます。

前提条件

l 必要数のHYCUライセンスを購入済みで、エンタイトルメント注文番号を持っている。

l 保護するソースをデータ保護環境に追加済みである。説明については、“ソースの追加”ページ

40を参照してください。

手順

1. 「ライセンス」ダイアログボックスで、「ダウンロードリクエスト」をクリックします。

2. ライセンス要求ファイルを一時的な場所に保存します。

例
license.reqファイル：

CN myCompany
ND C0F90A56-3FCC-4437-A49C-EFBA9BD8FC0F
VER V2
PID nutanixbackup
NRP 3
QTY 127
AFS 3
AFSCAP 4
NRPALL 12
QTYALL 167
HYCUVER 4.7.0-66
HSUD 83B770D4D02B9F9D516C9FAD7027F50AEF67C1F85209735165B7C500CCB3BFDC
NEXT NODE
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ライセンスの要求と取得

ライセンス要求ファイルを作成したら、ライセンスポータルからライセンスを取得できます。

手順

1. Webライセンスポータルに以下から接続します。

https://licensing.hycu.com/

2. ライセンスポータルのアカウントをすでに持っている場合は、「サインイン」をクリックし、ユーザー名と

パスワードを入力し、「ログイン」をクリックします。そうでない場合は、アカウントを作成してから、

新しく作成したユーザーアカウントでサインインします。

3. 「ライセンスのアクティベーション」リンクをクリックして、エンタイトルメント注文番号を入力します。

「次へ」をクリックします。

4. 次の手順を実行します。

a. ライセンス要求ファイルを参照し、「ライセンスの要求」をクリックします。

b. 「永続ライセンスのアクティベーション」ページで、ライセンスタイプと、アクティベーションするライ

センスの数を指定します。既定では、ライセンス要求ファイルからのライセンス数が提供されま

す。購入したライセンスの数を超えない別の値を指定できます。「ライセンスのアクティベーショ

ン」をクリックします。

数分以内に、ライセンスファイルlicense.datが添付されたメールを受信します。

例
license.datファイル：

CN myCompany
ND C0F90A56-3FCC-4437-A49C-EFBA9BD8FC0F
VER V2
PID nutanixbackup
EXP 05.04.2023
NRP 3
AFSCAP 5
LK
302C02146B7A48EE010CD1E1212E73B27DD2E58958B6C6ED021426BA2A4CCD271CC45
571A35129B7E8B4E46A75AD
NEXT NODE

5. ライセンスファイルをローカルに保存します。

ライセンスのアクティベーション

HYCUライセンスのライセンス要求をWebライセンスポータルに送信すると、製品ライセンスファイルが

添付されたメールを受け取ります。

https://licensing.hycu.com/
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手順

1. 「ライセンス」ダイアログボックスで、「ライセンスのアップロード」をクリックします。

2. メールで受け取ったライセンスファイルを参照し、「アップロード」をクリックします。

ライセンスがアクティベーションされると、ライセンスに関連する情報が更新されます。

n注環境が拡張する場合はいつでも新しいライセンスを追加できます。HYCU販売担当員にお

問い合わせください。

ライセンスに関連する以下の情報を確認できます。

l ステータス

l ライセンスタイプ

l Backup Controller ID

l ライセンス有効期限

l マネージドサービスプロバイダ

l 保護されライセンスされた、仮想マシンと物理マシンの数

l 保護されライセンスされたソケット数

l Nutanix Filesのライセンスされたソケット数

l 保護されライセンスされたファイルサーバーのキャパシティ

ログのセットアップ
さまざまなレベルで情報を記録するようにログをセットアップして、HYCU操作全体の分析とトラブル

シューティングを行い、バックアップと復元のパフォーマンスの問題を診断できます。

前提条件

ログファイルをHYCUカスタマーサポートに送信する場合：HYCUとのテレメトリデータの共有が有効で

ある。説明については、“HYCUとのテレメトリデータの共有 ”ページ296を参照してください。

「ロギング」ダイアログボックスへのアクセス

「ロギング」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ロギング」を選択します。

「ロギング」ダイアログボックスで、以下を実行できます。

l 「ログを取得する」をクリックして、既存のログファイルをダウンロードして表示します。

ログファイルは記録されたときに指定されたレベルでダウンロードします。ログがセットアップされてい

ない場合、ログファイルは既定の設定でダウンロードされます。変更されたログレベルは、新しいロ

グ設定を保存した後に記録されるログファイルにのみ適用されます。

zipファイルを抽出したら、以下の場所のログファイルを確認します。

/opt/grizzly/logs/

l HYCUとのテレメトリデータの共有が有効である場合のみ。「ログを送信する」をクリックして、既存

のログファイルをHYCUカスタマーサポートに送信します。
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ログファイルは記録されたときに指定されたレベルで送信します。ログがセットアップされていない場

合、ログファイルは既定の設定でアップロードされます。変更されたログレベルは、新しいログ設定

を保存した後に記録されるログファイルにのみ適用されます。

l ログをセットアップします。これを実行するには、次の手順に従います。

1. 以下のログ設定に値を指定します。

ログ設定 説明

最大ログファイルサイズ

( MiB)

ログファイルの最大サイズ。

既定のログファイルサイズは10 MiBで、最大ログファイルサイズ

は10 GiBです。

ログファイル数
ログファイルの数。

既定の数は9です。

レベル

以下のログレベルが使用できます。

o Informational(既定 ) ：HYCUの操作に関する情報

メッセージがログファイルに記録されます。

o Detailed：すべてのアクティビティはログファイルに記録さ

れます。

発信RESTコールレベル

( 「詳細」ログレベルが選

択されている場合にのみ

選択可能。)

以下のレベルが選択できます。

o Off (既定 ) ：発信RESTコールログはログファイルには記

録されません。

o Informational：発信RESTコールに関連する操作に

関する情報メッセージがログファイルに記録されます。

o Detailed：発信RESTコールに関連するすべてのアクティ

ビティがログファイルに記録されます。

着信RESTコールレベル

( 「詳細」ログレベルが選

択されている場合にのみ

選択可能。)

以下のレベルが選択できます。

o Off (既定 ) ：着信RESTコールログはログファイルには記

録されません。

o Informational：着信RESTコールに関連する操作に

関する情報メッセージがログファイルに記録されます。

o Detailed：着信RESTコールに関連するすべてのアクティ

ビティがログファイルに記録されます。

2. HYCUのアップグレード後にもカスタムログ設定を同じままにしておきたい場合は、「アップグ

レード後も設定を維持する」スイッチを使用します。通常はログをトラブルシューティング目的

で設定し、製品の通常使用には同じログレベルを必要としないので、このスイッチはオフに

なっています。

3. 「保存」をクリックします。
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n注変更されたログレベルは、新しいログ設定を保存した後に記録されるログファイルに

のみ適用されることに注意してください。

後から新しい値を指定し、「保存」をクリックして設定を変更したり、「既定」をクリックして既定値を設

定したりできます。

ネットワークの構成
ネットワークを構成する際、IPアドレスおよびHYCUリスニングポート番号などのネットワーク設定を変

更すること、またはネットワーク帯域幅の調整を有効にすることができます。実行内容に応じて、以下

のいずれかのセクションを参照してください。

l “ネットワーク設定の変更”下

l “ネットワーク帯域幅の制限 ”次のページ

「ネットワーク」ダイアログボックスへのアクセス

「ネットワーク」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ネットワーク」を選択しま

す。

ネットワーク設定の変更

ネットワーク設定を変更することで、ネットワークをお使いの環境の要件に適した構成にすることが可

能になります。

i重要HYCUネットワーク設定に変更を加えると、自動的にログアウトされ、セッションが再開さ

れます。

制限事項

同じネットワーク上の複数のネットワークアダプタはサポートされていません。

考慮事項

HYCUの展開中に指定したネットワークはメインに設定され、アイコンで表されます。後でNutanix
PrismWebコンソールまたはvSphere (Web) Clientを使用してHYCU Backup Controllerを複数の

ネットワークに接続する場合は、別のネットワークをメインネットワークとして使用できます。これを行う

には、優先するネットワークにリスニングポートとSSL証明書が指定されていることを確認し、このネット

ワークを選択して、「メインに設定」をクリックします。

手順

1. 「ネットワーク」ダイアログボックスに、HYCU Backup Controllerのホスト名と、それが接続されてい

るネットワークが表示されます。設定を変更するネットワークを選択し、「編集」をクリックします。

2. 必要に応じて、IPアドレス、ゲートウェイ、ドメイン名、ネットマスク、DNSサーバーを変更します。

3. HYCU Backup Controllerが複数のネットワークに接続されている場合のみ。このネットワークを使

用してHYCUWebユーザーインターフェースにアクセスする場合は、「このポートでのリスニングを有

効にする」スイッチを使用します。
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n注HYCUの展開中に指定したネットワークでは、このスイッチは既定で有効になっていま

す。

4. 「このポートでのリスニングを有効にする」スイッチが有効な場合のみ。以下を実行します。

a. 「リスニングポート」フィールドに、HYCUWebユーザーインターフェースへのアクセスに使用する

ポート (既定では8443)を入力します。

i重要インフラストラクチャでファイアウォールが構成されている場合は、指定したポート

が開いていることを確認します。

b. 「SSL証明書」ドロップダウンメニューから、このネットワークに使用するSSL証明書を選択しま

す。適切な証明書がリストにない場合は、「管理」をクリックして、必要な証明書をインポー

トまたは生成できます。SSL証明書の生成とインポート方法に関する説明については、“SSL

証明書の構成 ”ページ291を参照してください。

n注この「このポートでのリスニングを有効にする」スイッチが無効になっている場合は、この

ネットワークに使用するSSL証明書を指定することもできます。

5. 「保存」をクリックします。

ネットワーク帯域幅の制限

ネットワーク帯域幅の調整により、HYCUで使用できる帯域幅を制限できるようになります。サイトに

対する帯域幅の制限を定義することで、お使いの環境にある全ネットワーク操作で十分な帯域幅を

使用可能にできます。

制限事項

HYCUから発信されるトラフィックに対してのみ、ネットワーク帯域幅を制限できます。

考慮事項

l HYCUManagerではネットワーク帯域幅の調整を使用できません。

l データの復元先として予定しているストレージコンテナのIPアドレスが、帯域幅を制限するサイト

内で定義されている場合、復元パフォーマンスに影響が出る可能性があります。

l クラウド、iSCSI、またはSMBターゲットが複数のIPアドレスを使用する可能性があります。サイト

を定義する際、使用されているIPアドレスをすべて入力してください。パブリッククラウドにより使用

されるIP範囲の詳細については、各クラウドの資料を参照してください。

l AWS IPアドレス用にネットワーク帯域幅を調整しても、テレメトリデータの共有に影響がありま

す。ログファイルの送信に時間がかかる場合があります。

l HYCUがファイル共有保護に使用されている場合のみ。ネットワーク帯域幅の調整を有効にして

いる場合、設定した制限はHYCUインスタンスにも適用されます。

推奨事項

NFSターゲットに対してネットワーク帯域幅を調整することは推奨されません。
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手順

1. 「ネットワーク」ダイアログボックスで、「スロットリング」タブをクリックし、「 新規」をクリックします。

「新規」ダイアログボックスが表示されます。

2. 帯域幅を制限するサイトの名前とその説明(オプション)を入力します。

3. 「帯域幅制限」フィールドで、HYCUからサイトへのデータの転送に使用できる最高速度

( KiBps、MiBps、またはGiBps単位 )を指定します。

4. 「IPアドレス /範囲一覧」フィールドで、帯域幅を制限するサイトのIPアドレスかIP範囲を入力し

ます。IPアドレスまたはIP範囲は以下の形式で入力できます。

l 単一のIPv4アドレス：192.0.2.1
l CIDRプレフィックスが付いたIPv4サブネット：192.0.2.0/24
l IPv4範囲：192.0.2.3～192.0.2.100

5. オプション：「スロットリングウィンドウ」ドロップダウンメニューから、帯域幅の制限に使用するスロット

リングウィンドウを選択します。新しいスロットリングウィンドウを作成することや、「管理」をクリックし

て既存のウィンドウを編集することもできます。調整ウィンドウの作成方法の詳細については、“調

整ウィンドウの作成 ”下を参照してください。

i重要同じIPアドレスを持つ複数のサイトを定義する場合は、各サイトに割り当てる調整

ウィンドウが重複しないように注意してください。

6. 「保存」をクリックします。

既存のサイトはいずれも後から編集することができます( 「編集」をクリックして必要な変更を行いま

す)。または不要になったものは削除できます( 「削除」をクリックします)。

調整ウィンドウの作成

HYCUでは、ネットワーク帯域幅を調整する時間枠を定義できます。調整ウィンドウを使用する場

合、指定された時間内だけネットワーク帯域幅が制限されます。たとえば、ネットワーク上でのアクティ

ビティが多い時間帯である生産のピーク時間に、ネットワーク帯域幅を制限することができます。

手順

1. 「ネットワーク」ダイアログボックスで、「スロットリング」タブをクリックし、「Windows」をクリックします。

「スロットリングウィンドウ」ダイアログボックスが表示されます。

2. 「 新規」をクリックします。「新規」ダイアログボックスが表示されます。

3. 調整ウィンドウの名前を入力します。

4. 「タイムゾーン」ドロップダウンメニューで、スロットリングウィンドウのタイムゾーンを指定します。表示

されているタイムゾーン(ローカルタイムゾーンまたはHYCU Backup Controllerタイムゾーン)のいず

れかをクリックするか、ドロップダウンメニューから選択することができます。

5. ネットワーク帯域幅を制限する曜日と時間を選択します。

tヒントクリックしてドラッグすると、追加する日と時間を含む時間枠をすばやく選択できま

す。

6. 「保存」をクリックします。
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既存のスロットリングウィンドウはいずれも後から編集することができます( 「編集」をクリックして必要

な変更を行います)。または不要になったものは削除できます( 「削除」をクリックします)。

データ保持期間の管理
データがポリシーで定義された保存期間の終わりに達すると、HYCUクリーニングプロセスによって自動

的に期限切れとなり、ターゲットから削除されます。データの自動期限切れの詳細については、“デー

タの自動での期限切れ指定 ”ページ286を参照してください。

ただし、データの復元に使用したくない復元ポイント層(バックアップ、コピー、スナップショット、アーカイ

ブのいずれかまたはすべて)がある場合には、HYCUによりいつでも手動で期限切れにすることもでき

ます。以下の方法のいずれかを選択することで、これを実行できます。

有効期限切れにする方法 前提条件 説明

「保持期間管理」ダイアログボックスか

ら、期限切れの復元ポイント層を選択

します。
このセクションで説明さ

れている期限切れデー

タに関連する情報をよく

理解しておく必要があり

ます。

“手順 ”ページ284

「仮想マシン」、「アプリケーション」、「共

有フォルダ」、または「ボリュームグルー

プ」パネルで、期限切れの復元ポイント

層を選択します。

“手順 ”ページ287

データ保持期間管理の一環として、HYCUでも復元ポイント層の優先する有効期限と時間を設定

したり、復元ポイント層の保持期間を指定したりできます。

tヒントバックアップ、コピー、スナップショット、アーカイブの有効期限は、「仮想マシン」、「アプリ

ケーション」、「共有フォルダ」、または「ボリュームグループ」パネルの「詳細ビュー」で確認できます。

詳細については、“エンティティ詳細の表示 ”ページ221を参照してください。

データ保持期間を管理する場合、以下のオプションから選択できます。

オプション 実行可能

復元ポイント層の

有効期限を切る

選択した復元ポイント層を有効期限切れにします。同じバックアップチェーン内

の後続のすべての復元ポイント層も期限切れになります(最後のバックアップ

チェーン内の増分永続バックアップによるファイル共有復元ポイント層を除く)。

ファイル共有の増分永続バックアップの詳細については、“ファイル共有バックアッ

プオプションの構成 ”ページ179を参照してください。

有効期限の設定 選択した復元ポイント層の有効期限が切れる日時を設定します。

保持期間の設定
選択した復元ポイント層を保持する期間を指定します。有効期限は、復元

ポイントの作成日時に基づいて計算されます。

前提条件

管理者ユーザーロールが割り当てられている必要があります。
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考慮事項

l 表示できる復元ポイント層は、ユーザーロールによって決まります。インフラストラクチャグループの

メンバーである場合、データ保護環境のすべての復元ポイント層を表示できます。セルフサービス

グループ管理者であれば、所有者がセルフサービスグループに属するエンティティに関連する復元

ポイント層のみを表示できます。

l 復元ポイント層が期限切れの場合のみ。

o 期限切れ指定アクションは元に戻すことはできません。

o 復元ポイントに属するすべての復元ポイント層の有効期限を切ると、バックアップステータス

は「期限切れ」()と表示されます。これは、復元ポイントをデータの復元に使用できなくなっ

たことを示します。

o 「バックアップ失敗」ステータスのバックアップ以外の復元ポイント層は、期限切れには選択で

きません。

o ポリシーでバックアップターゲットタイプとして「ターゲット」を選択している場合は、以下が適用

されます。

n 増分永続バックアップオプションが有効になっているファイル共有を除くすべてのエンティ

ティの場合：

n 最新の復元ポイントが期限切れである場合、次のバックアップは完全バックアップに

なります。

n 復元ポイントが期限切れであると、選択された復元ポイントのステータスが失敗で

ない限り、同じバックアップチェーン内の後続の増分バックアップも期限切れとなりま

す。この場合、選択された復元ポイントのみが期限切れになり、バックアップチェーン

全体はそのようにはなりません。

n バックアップ復元ポイント層の有効期限を切ると、関連するスナップショットがあれ

ば、それも期限切れになります。

n 増分永続バックアップオプションを有効にしたファイル共有の場合：最終バックアップチェー

ンに属する復元ポイント層を期限切れにする場合は、以下について考慮してください。

n 復元ポイントが期限切れになると、同じバックアップチェーン内の後続の増分バック

アップは期限切れにならず、復元ポイントはバックアップチェーン内の次の復元ポイン

トにマージされます。

n バックアップチェーン全体の有効期限を切る場合は、バックアップチェーン内のすべて

の復元ポイントを有効期限切れにする必要があります。この場合、次回のバック

アップは完全バックアップになります。

n 最新の復元ポイントは保護されているため、個別に期限切れにすることはできず、

バックアップチェーン全体の期限切れの一部としてのみそうすることができます。また、

他の復元ポイントを最新の復元ポイントにマージすることはできません。

増分永続バックアップオプションの詳細については、“ファイル共有バックアップオプションの

構成 ”ページ179を参照してください。

o 仮想マシンのバックアップの一環として、およびポリシーを直接割り当てることで、バックアップさ

れているボリュームグループのデータを期限切れにする場合のみ。データを有効期限切れに
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する前に、そのボリュームグループがアタッチされている可能性がある仮想マシンで、そのデー

タが使用されていないことを確認します。

o 増分永続バックアップオプションが有効になっているファイル共有のデータが期限切れの場合

のみ。復元ポイント層のデータがWORM保護が有効となっているターゲットに保存されている

場合、ターゲットからのデータの削除は、データがWORM保護されなくなったときに実行され

ます。

l バックアップステータスが「失敗」の復元ポイント層、Fast restore用に作成されたスナップショット

復元ポイント層、または最新のスナップショット復元ポイント層には、有効期限または保持期間

を設定できません。

l アクティブなWORM保持期間を持つ復元ポイント層の保持期間を設定する場合のみ。WORM

ターゲットの保持期間が、指定された期間よりも長い場合、アクティブなWORM保持を持つ復

元ポイント層の保持期間は変更されません。

「保持期間管理」ダイアログボックスへのアクセス

「保持期間管理」ダイアログボックスにアクセスするには、「 管理」にクリックし、「保持期間管理」を

選択します。

手順

「保持期間管理」ダイアログボックスで、実行するアクションを選択し、「続行」をクリックし、説明に従

います。

オプション 説明

復元ポイント層の

有効期限を切る

1. すべての復元ポイント層のリストから、有効期限を切るものを選択し、「続

行」をクリックします。

tヒントフィルタリングオプションを使用して、特定のタイプの復元ポイ

ント層のみを表示できます。詳細については、“復元ポイント層のフィル

タリング”次のページを参照してください。

2. 有効期限情報を確認し、「有効期限を切る」をクリックします。

3. 「有効期限を切る」をクリックし、選択した復元ポイント層の有効期限を

切ることを確定します。

有効期限の設定

1. すべての復元ポイント層のリストから、有効期限日を設定するものを選択

し、「続行」をクリックします。

tヒントフィルタリングオプションを使用して、特定のタイプの復元ポイ

ント層のみを表示できます。詳細については、“復元ポイント層のフィル

タリング”次のページを参照してください。

2. 「有効期限日」フィールドで、選択した復元ポイント層の有効期限が切れ

る日時を指定します。

3. 有効期限情報を確認し、「実行」をクリックします。

保持期間の設定 1. すべての復元ポイント層のリストから、保持期間を設定するものを選択
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オプション 説明

し、「続行」をクリックします。

tヒントフィルタリングオプションを使用して、特定のタイプの復元ポイ

ント層のみを表示できます。詳細については、“復元ポイント層のフィル

タリング”下を参照してください。

2. 新しい保持期間を設定するか、選択した復元ポイント層の保持期間を

変更するかに応じて、以下のオプションのいずれかを選択し、必要に応じ

て実行します。

l 新しい保持期間を設定する：「保持期間」で、データの保持期間

(月、週、日、時間)を設定します。

l 現在の保存期間を調整する：「保持期間」で、「増分」または「減

分」を選択し、データの保持期間をどの程度長く/短くするかを設定し

ます(月、週、日、時間単位 )。

i重要選択した復元ポイント層の新しい保持期間の設定または保

持期間の変更は、同じバックアップチェーン内の他の復元ポイント層の

保持期間に影響を与える可能性があることに留意してください。

3. 保持期間情報を確認し、「実行」をクリックします。

次のHYCUクリーニングプロセスでは、ターゲットからデータを削除します。

復元ポイント層のフィルタリング

復元ポイント層のフィルタリングオプションを使用すると、特定のタイプの復元ポイント層 (たとえば、

データが特定のターゲットに保存されている復元ポイント層 )のみにフィルタリングで絞り込んで焦点を

当てることができます。フィルターを適用したら、フィルター条件に一致した復元ポイント層のみが表示

され、必要なものを簡単に見つけることができます。

tヒントフィルタリングオプションのいずれかを指定し、利用可能なすべてのカテゴリーを含める場

合は、「すべてを選択」をクリックします。

手順

1. 優先する保持期間管理アクションを選択した後に開く「復元ポイント層の選択」ダイアログボック

スのサイドパネルで、以下のフィルタリングオプションを1つ以上選択します。

フィルタリングオ

プション
フィルター基準

層
復元ポイント層 (バックアップ、コピー、スナップショット、日次アーカイブ、週

次アーカイブ、月次アーカイブ、年次アーカイブ)。

バックアップタイプ バックアップの種類(増分と完全 )。
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フィルタリングオ

プション
フィルター基準

復元ポイント作

成日
復元ポイントが作成された時間範囲。

復元ポイント層

の有効期限日
復元ポイント層が期限切れとしてマークされる時間範囲。

ソース 復元ポイント層を持つエンティティをホストするソース。

ターゲット 復元ポイント層のデータが保存されているターゲット。

タイプ 復元ポイント層を持つエンティティ。

所有者 復元ポイント層を持つエンティティに割り当てられた所有者。

バックアップステー

タス
バックアップステータス(成功、失敗、警告)。

2. 「フィルターを適用」をクリックします。

選択したフィルタリングオプションカテゴリーの名前の横にあるアイコンをクリックすると、フィルタリングさ

れた復元ポイント層のリストをいつでもクリアできます。

データの自動での期限切れ指定

いずれかの復元ポイント層が保持期間に達すると、HYCUWebユーザーインターフェースでグレー表

示されます。ポリシーで選択したバックアップターゲットタイプに応じて、層は以下のように期限切れに

なります。

バックアップター

ゲットタイプ
層の有効期限切れの条件

ターゲット

増分永続バックアップオプションが有効になっているファイル共有を除くすべての

エンティティの場合：層は、バックアップチェーンの最後の層が保存期間に達す

ると期限切れになります。つまり、このデータは、バックアップチェーン内のすべて

の層が期限切れになるまで、HYCUまたはターゲットから削除されません。ただ

し、アーカイブ層を含む復元ポイントがある場合、残りのバックアップチェーンが

期限切れになっても、この復元ポイントは保持されます。さらに、この復元ポイ

ントが増分バックアップの場合は、完全バックアップに変更されます。

増分永続バックアップオプションを有効にしたファイル共有の場合：層は保持期

間に達すると期限切れとなり、次の復元ポイントにマージされます。ただし、

アーカイブ層を含む復元ポイントがある場合、この復元ポイントは保持されま

す。

スナップショット

層は、スナップショットが保持期間に達すると有効期限が切れます。ただし、

アーカイブ層を含む復元ポイントがある場合、スナップショットが有効期限切れ

でもこの復元ポイントは保持されます。
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l ポリシーの保持期間を変更しても、既存のバックアップには影響を与えません。

l HYCUでは、保護されていないエンティティ(ポリシーが割り当てられていない、またはポリシーが削

除されたエンティティ)の最後のバックアップチェーンが自動的に期限切れになるのに対し、保護さ

れているエンティティの最後のバックアップチェーンが自動的に期限切れになることはありません。

エンティティパネルのデータを期限切れにする

「保持管理」ダイアログボックスから期限切れの復元ポイント層を選択する代わりに、「仮想マシン」、

「アプリケーション」、「共有フォルダ」、または「ボリュームグループ」パネルでも優先する復元ポイント層

を選択できます。

データを期限切れにするエンティティに応じて、次のいずれかのパネルにアクセスします。

l 「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックしま

す。

l 「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリッ

クします。

l 「共有フォルダ」パネルへのアクセス

「共有フォルダ」パネルにアクセスするには、ナビゲーションペインで、「 共有フォルダ」をクリックし

ます。

l 「ボリュームグループ」パネルのアクセス

「ボリュームグループ」パネルにアクセスするには、ナビゲーションペインで、「 ボリュームグループ」

をクリックします。

手順

1. 「仮想マシン」、「アプリケーション」、「共有フォルダ」、または「ボリュームグループ」パネルで、データ

を期限切れにするエンティティを選択します。

2. 期限切れにする復元ポイント層を含む復元ポイントを1つ以上選択し、「有効期限を切る」をク

リックします。

3. 選択可能な復元ポイント層のリストから、有効期限を切るものを選択し、「続行」をクリックしま

す。「保持期間管理」»「有効期限を切る」ダイアログボックスにリダイレクトされます。

4. 有効期限情報を確認し、「有効期限を切る」をクリックします。

5. 「有効期限を切る」をクリックし、選択した復元ポイント層の有効期限を切ることを確定します。



11管理

288

電源オプションの設定
HYCU Backup Controllerの電源オプションを設定して、そのアクティビティを一時停止したり再開した

りできます。

「電源オプション」ダイアログボックスへのアクセス

「電源オプション」ダイアログボックスにアクセスするには、「 管理」をクリックし、「電源オプション」を選

択します。

電源オプション 説明

すべて一時停止

すべてのHYCU Backup Controllerアクティビティを一時停止します。

指定した時間の経過後にHYCU Backup Controllerアクティビティを自動的に

再開する場合は、「以下の時間後に自動再開」フィールドで、アクティビティが

再開されるまでの経過時間数 ( 1〜168)を指定します。

現在実行中のすべてのジョブは正常に完了できます。HYCU Backup

Controllerが再開されると、キューにあるすべてのジョブが開始されます。アクティ

ビティが一時停止している間は、新しいジョブを開始できません。

クリーンアップを一

時停止

ターゲットのクリーンアップを一時停止し、有効になっている場合には、イベント

とジョブを消去します。

スナップショットのクリーンアップは影響を受けません。

再開 HYCU Backup Controllerアクティビティを続行できます。

シークレットの管理
HYCUでは、Conjurシークレット管理ソリューションを採用することで、資格情報(シークレット )を安全

に保管、アクセス、管理できます。HYCUシークレットを1つ以上のConjur構成 (つまり、セキュリティ

ルールを定義する1つ以上のポリシーのセット )としてConjurに保存すると、管理が簡単になり、確実

に許可された関係者だけがそのリソースにアクセスできるようになります。

前提条件

l 1つ以上のポリシーのセットとして、Conjur環境がセットアップされ、HYCUシークレットが保存され

ています。説明については、Conjurの資料を参照してください。

l インフラストラクチャ管理者によって、ConjurサーバーのSSL証明書がHYCUにインポートされる必

要があります。説明については、“SSL証明書の構成”ページ291を参照してください。

制限事項

l Conjurに保存する予定のHYCU資格情報は、${で始まり}で終わらない場合があります。

l HYCUユーザーはConjurを使用して管理できません。HYCUユーザーの詳細については、“ユー

ザーの管理 ”ページ246を参照してください。
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考慮事項

l 混合モードが可能です。つまり、この統合の恩恵を受けられるようにするために、すべてのHYCU

シークレットをConjurに保存する必要はありません。

l Conjurに保存されているシークレットを提供する場合には、HYCUでは必ず以下の構文を使用

します。

${<PathtoSecret>}

推奨事項

Conjurでシークレットの名前を変更する予定がある場合のみ。Conjurでシークレットの名前を変更す

るたびに、HYCUのキャッシュをクリアすることをお勧めします。これを実行するには、「シークレット管

理」ダイアログボックスで、「キャッシュのクリア」をクリックします。これもHYCUによって24時間ごとに自動

的に実行されますが、ビジネスプロセスの継続性のために、手動で行うことをお勧めします。

tヒントConjurに保存されている値の入力をサポートするHYCUWebユーザーインターフェースの

すべてのフィールドの横には、インフラストラクチャグループ構成であれば 、プライベート構成であれ

ば のアイコンが表示されます。

「シークレット管理」ダイアログボックスへのアクセス

「シークレット管理」ダイアログボックスにアクセスするには、「 管理」にクリックし、「シークレット管理」

を選択します。

Conjur構成の追加

考慮事項

HYCUデータ保護環境ごとに、各セルフサービスグループに対して、1つのインフラストラクチャグループ

Conjur構成と、1つのプライベートConjur構成を追加することができます。

手順

1. 「シークレット管理」ダイアログボックスで、実行するConjur構成のタイプに応じて、次のいずれかの

ボタンをクリックします。

Conjur構成タイプ 説明

インフラストラクチャグループ構成の

追加

インフラストラクチャグループ管理者の場合のみ利用可

能です。すべてのデータ保護タスクと管理タスクを実行

する際に、Conjurに保存されているシークレットを提供

できるようにします。たとえば、ソースとターゲットを追加

するとき、IDプロバイダーを追加するときなどです。

プライベート構成の追加

インフラストラクチャまたはセルフサービスグループの管理

者である場合に利用可能以下のタスクを実行する際

に、Conjurに保存されているシークレットを提供できるよ

うにします。
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Conjur構成タイプ 説明

l クラウドアカウントの追加。

l 資格情報グループを仮想マシンに割り当てます。

l Webhook通知をセットアップします。

2. 「アプライアンスURL」フィールドに、接続先のConjurサーバーのURLを入力します。

3. 「アカウント」フィールドに、Conjur環境設定時に指定したアカウントの名前を入力します。

4. 「ログイン認証」フィールドに、Conjurホストユーザー名を入力します。例：

host/HycuPolicy/hycuBckupController

この例では、hostはユーザーのタイプ、HycuPolicyはユーザーが属するポリシーの名前、

hycuBckupControllerはユーザー名です。

5. 「認証APIキー」フィールドに、Conjurホストユーザー名に対応するAPIキーを入力します。

6. インフラストラクチャグループ管理者である場合のみ。一方のタイプのConjur構成を実行するとき

に、他方のタイプのConjur構成の実行に同じ値を使用する場合は、「プライベート構成に同じ値

を使用する」または「インフラストラクチャグループ構成に同じ値を使用する」スイッチを有効にしま

す。

7. 「保存」をクリックします。

Conjur構成の編集

手順

1. 「シークレット管理」ダイアログボックスで、編集するConjur構成の横にある「編集」をクリックしま

す。

2. 必要に応じて、選択したConjur構成を編集します。認証ログインとAPIキー情報の編集を予定

している場合は、必ず最初に「認証の変更」チェックボックスを選択します。

Conjur構成プロパティの詳細については、“Conjur構成の追加 ”前のページを参照してください。

3. 「保存」をクリックします。

Conjur構成の削除

手順

1. 「シークレット管理」ダイアログボックスで、削除するConjur構成の横にある「削除」をクリックしま

す。

2. 「はい」をクリックして、選択したConjur構成を削除することを確認します。

SMTPサーバーの構成
HYCUがメール通知を送信できるようにする前に、HYCUが使用するSMTPサーバーを構成する必要

があります。
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前提条件

STARTTLSまたはSSL/TLSセキュリティモードを使用してメールトラフィックを保護する場合：有効な

SSL証明書がHYCUにインポートされていること。この実行方法の詳細については、“SMTP接続の保

護”ページ324を参照してください。

制限事項

HYCUは基本的なSMTP認証のみをサポートします。

「SMTPサーバー設定」ダイアログボックスへのアクセス

「SMTPサーバー設定」ダイアログボックスにアクセスするには、「 管理」にクリックし、「SMTPサーバー

設定」を選択します。

手順

1. 「SMTPサーバー設定」ダイアログボックスで、以下の情報を入力します。

必須情報 説明

ユーザー名 SMTPサーバーのアカウントのユーザー名。

パスワード SMTPサーバーのアカウントのパスワード。

表示名 メール送信者の表示名。

ホスト名またはIPアドレス SMTPサーバーのホスト名またはIPアドレス。

ポート 使用されるポート番号 (通常は25に設定 )。

セキュリティモード
電子メールトラフィックを保護するために使用されるプロトコル。な

し、STARTTLS、またはSSL/TLSに設定できます。

送信元メールアドレス メール通知の送信元のメールアドレス。

2. 提供されたSMTP構成が正しいことを、SMTPサーバー設定でテストメールを送信して確認する

場合は、以下を実行します。

a. 「テストメールの送信」スイッチを有効にします。

b. 「テストメール受信者」フィールドで、SMTPサーバー設定のテストメールを受信するメール受

信者を入力します。

3. 「保存」をクリックします。

メール通知を送信するようにHYCUを構成できるようになりました。この実行方法の詳細については、

“メール通知のセットアップ”ページ213を参照してください。

SSL証明書の構成
データ保護環境で信頼できる安全な通信を確立するには、SSL証明書を構成する必要がありま

す。

「SSL証明書」ダイアログボックスへのアクセス
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「SSL証明書」ダイアログボックスで、「 管理」をクリックし、「SSL証明書」を選択します。

表示される「SSL証明書」ダイアログボックスで、証明書名、証明書の一般名、証明書の有効期

限、証明書のキータイプ、生成された証明書署名要求 ( CSR)など、SSL証明書に関する情報を表

示できます。

考慮事項

SSL証明書を作成またはインポートしたら、この証明書を指定して、HYCUネットワーク設定も必ず

更新します。この実行方法の詳細については、“ネットワークの構成 ”ページ279を参照してください。

推奨事項

HYCU展開中に自動的に生成される自己署名証明書をCA署名証明書で置き換えることをお勧め

します。

実行内容に応じて、以下のいずれかを参照してください。

目的 手順

自己署名証明書を作成します。 “自己署名証明書の作成”下

証明書署名要求を作成します。 “証明書署名要求の作成”次のページ

カスタム証明書をHYCUにインポートします。 “カスタム証明書のインポート ”ページ294

自己署名証明書の作成

手順

1. 「SSL証明書」ダイアログボックスで、「生成」をクリックします。「生成」ダイアログボックスが開きま

す。

2. 「自己署名証明書の生成」を選択して、「次へ」をクリックします。

3. 以下の証明書関連情報を提供します。

l 名前

l 一般名

l 組織

l 組織単位

l ロケーション

l 国

l キーアルゴリズム

l キーサイズまたは楕円曲線名

i重要各フィールドの最大文字数は64です。

4. 「生成」をクリックします。

自己署名証明書はSSL証明書のリストに追加されます。HYCUによって生成される各SSL証明書

は3年間有効であり、証明書の有効性を維持する必要があることに注意してください。
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証明書署名要求の作成

手順

1. 「SSL証明書」ダイアログボックスで、「生成」をクリックします。「生成」ダイアログボックスが開きま

す。

2. 「 証明書署名要求の生成」を選択して、「次へ」をクリックします。「証明書署名要求」ダイアロ

グボックスが開きます。

3. 以下の証明書関連情報を提供します。

l名前

l一般名

l組織

l組織単位

lロケーション

l国

lキーアルゴリズム

lキーサイズまたは楕円曲線名

lオプション：サブジェクト代替名 ( SAN)
SANはHYCU Backup Controllerの指定可能な名前のリストです。それぞれの名前は、以下

のいずれかにすることができます。

l FQDN(例：hycu-bc.hycu.local)
l ワイルドカードのプレフィックス「*.」に続いてドメイン名 (例：*.hycu.local)
l IPv4アドレス(例：10.1.100.1)
l IPv6アドレス(例：fe80::1234:5678:9abc:def0)

i重要各フィールドの最大文字数は64です。

4. 「生成」をクリックします。

SSL秘密鍵がSSL証明書のリストに追加され、CSR列のアイコンは証明書署名要求が作成された

ことを示します。生成されたCSRをダウンロードするには、をクリックします。

CSRを作成してダウンロードしたら、それを認証局に送信して証明書を作成できます。認証局が

CSRから作成した証明書をSSL秘密鍵に追加して、HYCUでSSLキーペアを完成させる必要があり

ます。説明については、“SSLキーペアの作成”下を参照してください。

SSLキーペアの作成

手順

1. 「SSL証明書」ダイアログボックスで、SSL秘密鍵を選択し、「編集」をクリックします。

2. 次のファイルを参照します。

l 証明書：CSRから作成された証明書付きのファイル。

l オプション：CA証明書 /チェーン：CA署名付き証明書またはトラストチェーン証明書を含む

ファイル。

3. 「更新」をクリックします。
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カスタム証明書のインポート

HYCUでは、SSLキーペア、CA署名付き証明書、またはトラストチェーン証明書をインポートできま

す。

前提条件

l SSLキーペアをインポートする場合：秘密鍵と証明書を使用する必要があります。

l SSLキーペアをPEMファイルからインポートする場合。

o すべての証明書ファイルは非暗号化状態である必要があります。

o 証明書はPKCS#7標準に準拠し、PEM形式でエンコードされている必要があります。

l CA署名付き証明書またはトラストチェーン証明書をファイルからインポートする場合：CA署名付

き証明書またはトラストチェーン証明書が使用可能である必要があります。

考慮事項

l 証明書が共通名 ( CN)にワイルドカードを使用している場合には、「証明書のサブジェクト代替

名」フィールドに、すべての可能なホスト名またはFQDN、および対応するIPアドレスが含まれてい

ることを確認します。そうしない場合、証明書はWebブラウザーまたはhyCLIによって無効と認識

されることがあります。

l PFXファイルからSSLキーペアをインポートする場合は、以下について考慮してください。

o PFXファイルには、ルートCA証明書へのトラストチェーン全体が含まれていなければなりませ

ん。

o PFXには、関連する証明書とともに、単一の秘密鍵が含まれていなければなりません。PFX

ファイルに複数のキーが存在する場合、インポートが失敗するか、1つの秘密鍵しかインポー

トできない場合があります。

手順

1. 「SSL証明書」ダイアログボックスで、「インポート」をクリックします。「インポート」ダイアログボックス

が開きます。

2. SSLキーペアをインポートするか、CA署名証明書またはトラストチェーン証明書をファイルからイン

ポートするか、CA署名証明書またはトラストチェーン証明書をホストからインポートするかによっ

て、以下のオプションのいずれかを選択し、「次へ」をクリックして説明に従います。

オプション 説明

PEMファイルからのSSL

キーペアのインポート

a. 証明書の名前を入力します。

b. 次のファイルを参照します。

l オプション：CA証明書 /チェーン：CA署名付き証明書また

はトラストチェーン証明書を含むファイル。

l 証明書：インポートする秘密鍵に対応する証明書を含

むファイル。
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オプション 説明

l 秘密鍵：インポートする証明書に関連付けられている秘

密鍵を含むファイル。

秘密鍵は、PKCS#1またはPKCS#8形式のRSAまたは

ECDSAアルゴリズムで作成される必要があります。RSA

アルゴリズムで作成される秘密鍵の最小キーサイズは

2048ビットです。

n注Conjurを使用してHYCUのシークレットを管理

する場合、ファイルを参照する代わりにシークレットを

提供するのであれば、「シークレットマネージャーから

値を取得」を有効にすることができます。シークレット

の管理の詳細については、“シークレットの管理 ”ペー

ジ288を参照してください。

PFXファイルからのSSL

キーペアのインポート

a. 証明書の名前を入力します。

b. 必要なSSLキーペアを含むPFXファイルを参照します。

c. オプション：PFXファイルのパスフレーズを入力します。

ファイルからのCA証明書 /

チェーンのインポート

a. 証明書の名前を入力します。

b. CA署名付き証明書またはトラストチェーン証明書を含むファ

イルを参照します。

ホストからのCA証明書 /

チェーンのインポート

a. サーバーのホスト名またはIPアドレスとポートを入力します。

以下の例は、一般的な構成シナリオで使用するホスト名と

ポートを示しています。

l HYCUが仮想マシンへのWinRM接続にHTTPSを使用

するように構成されている場合は、HTTPS接続を確立

する仮想マシンのホスト名またはIPアドレスと、HTTPS

ポート (通常は5986)を入力します。

l LDAP over SSL( LDAPS)を使用するようにHYCUが構

成されている場合は、LDAPSサーバーのホスト名または

IPアドレス、およびLDAPSポート (通常は636)を入力し

ます。

l SMTP接続にSTARTTLSまたはSSL/TLSを使用してい

る場合は、SMTPサーバーのホスト名またはIPアドレス、

および認証済みSMTP接続のポート ( SSL/TLSセキュリ

ティモードの場合は465、STARTTLSセキュリティモードの

場合は587または25)を入力します。

b. 「セキュリティモード」ドロップダウンメニューから、使用するセ

キュリティモードを選択します。
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オプション 説明

c. 「取得」をクリックします。「取得した証明書」ダイアログボック

スが開きます。

d. 証明書を確認し、インポートする証明書を選択します。イン

ポートにCA署名付き証明書を選択すると、そのトラスト

チェーン証明書も信頼されます。

3. 「インポート」をクリックします。

自己署名証明書またはカスタム証明書の名前を変更したり( 「編集」をクリックして必要な変更を

加える)、不要になった証明書を削除したりすることもできます( 「削除」をクリックする)。

HYCUとのテレメトリデータの共有
HYCUを設定して、テレメトリデータを収集できます。このデータは、HYCUがプロアクティブなサポート

を提供し、データ保護環境の要件により適切に応えるためにパフォーマンスを向上させるのに役立ち

ます。

テレメトリを介して診断データを共有すると、次のようにHYCUの事前対応型のコンテキスト化サポー

トが可能になります。

1. syslogファイル、HYCU内部データベース( PostgreSQL)ログ、システムアクティビティ情報( sar)、

ファイル共有バックアップのデータ配布統計、HYCUライセンス情報、および特定のインフラストラク

チャに関するその他の詳細情報を含む、データ保護環境の詳細データを収集し、このデータを

HYCUカスタマーサポートに送信します。

i重要HYCUはデータ保護環境から機密情報を収集しません。

2. 収集されたデータを分析し、内部レポートを生成し、最終的な問題または好ましくない傾向を

特定して、問題解決時間を大幅に短縮します。

3. 最終的な問題に対処するHYCU環境に関するフィードバックを提供し、環境を調整してインフラ

ストラクチャとパフォーマンスを改善する方法を指示します。

n注高度なトラブルシューティングに含める各HYCU Backup Controllerのテレメトリデータ共有

を有効にする必要があります。

前提条件

有効なHYCUカスタマーサポートユーザーアカウントを持っている。

考慮事項

マネージドサービスプロバイダ( MSP)ライセンスがHYCUに適用されている場合、HYCUとのテレメトリ

データの共有は既定で有効になっており、無効にはできません。

「テレメトリ」ダイアログボックスへのアクセス

「テレメトリ」ダイアログボックスにアクセスするには、「 管理」にクリックし、「テレメトリ」を選択します。



11管理

297

手順

「テレメトリ」ダイアログボックスで、「テレメトリデータをHYCU Inc.と共有します」スイッチを使用して

HYCUがテレメトリデータを収集できるようにし、「保存」をクリックします。

HYCUはデータの収集を開始し、HYCUカスタマーサポートに送信します。その後、テレメトリ診断デー

タは1日に1回、HYCUカスタマーサポートに送信されます。「ジョブ」パネルで、収集ジョブステータスを

表示できます。

テレメトリデータをHYCUと共有する必要がなくなったと後で判断した場合は、構成済みの各HYCU

Backup Controllerに対して「テレメトリデータをHYCU Inc.と共有します」オプションを無効にします。

n注「テレメトリデータをHYCU Inc.と共有します」オプションが有効になっている場合、ログファイ

ルをHYCUカスタマーサポートに送信できます。詳細については、“ログのセットアップ”ページ277を

参照してください。

HYCUのアップグレード
新しいソフトウェアリリースバージョンが入手可能になると、HYCUをアップグレードできます。

前提条件

l HYCU Backup Controllerのアクティビティは一時停止する必要があります。説明については、“電

源オプションの設定 ”ページ288を参照してください。

l 中止したくないジョブを終了している必要があります(アップグレードプロセスは現在実行中のすべ

てのジョブを中止します)。

l HYCUデータディスクがHYCUシステムディスクより大きい必要があります。ディスクサイズを増やす

方法の説明については、“HYCU仮想ディスクのサイズの増分”ページ327を参照してください。

考慮事項

l アップグレードされるHYCU Backup ControllerのHYCUWebユーザーインターフェースにログオンし

ているユーザーは、プロセスの完了後にWebブラウザーでWebユーザーインターフェースページの強

制リロードを実行する必要があります。

l アップグレードすると、HYCU Backup Controllerの更新フォルダから、以前に追加された更新パッ

ケージが削除されます。

HYCUをアップグレードするには、以下のいずれかのセクションを参照してください。

HYCUのアップグレード 説明

Nutanix AHVクラスター上
“Nutanix AHVクラスター上のHYCUのアップグレード”次のペー

ジ

Nutanix ESXiクラスター上 “Nutanix ESXiクラスター上のHYCUのアップグレード”ページ300

vSphere環境内 “vSphere環境でのHYCUのアップグレード”ページ304

Google Cloudで “Google CloudでのHYCUのアップグレード”ページ308
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HYCUのアップグレード 説明

Azure Government環境内
“Azure Government環境でのHYCUのアップグレード”ページ

309

Nutanix AHVクラスター上のHYCUのアップグレード

前提条件

l HYCU Backup ControllerおよびHYCUインスタンスが存在するNutanix AHVクラスターをHYCU

に追加する必要があります。説明については、“Nutanixクラスターの追加”ページ40を参照してく

ださい。

l Nutanix PrismWebコンソールの「VMの更新」ダイアログボックスの「ディスク」セクションで、HYCU

システムディスクを起動デバイスとして選択する必要があります。

l アップグレードに使用するHYCU仮想アプライアンスイメージの状態を、Nutanix Prismイメージ

サービスで「アクティブ」にする必要があります。

詳細については、Nutanixの資料を参照してください。

考慮事項

l ファイル共有保護にHYCUを使用する場合、Nutanix AHVクラスターに存在するHYCUインスタン

スは、以下が当てはまる場合、HYCUアップグレードプロセス中に自動的にアップグレードされま

す。

o HYCUインスタンスが存在するNutanixクラスターがHYCUに追加されています。

o HYCU仮想アプライアンスイメージが、次の形式の同じNutanixクラスター上にあります。

hycu-<Version>-<Revision>

たとえば、hycu-4.8.0-3634。

そうでない場合は、HYCUアップグレード手順に従って、HYCUインスタンスのアップグレードを実行

します。

l HYCUが正常にアップグレードされたことを確認したら、古いHYCU Backup Controller仮想マシ

ンをNutanix AHVクラスターから問題なく削除することができます。

l HYCU Backup ControllerがNutanix保護ドメインの一部である場合 (推奨方法 )、アップグレー

ド後にHYCU Backup Controller仮想マシンの新しいバージョンがこの保護ドメインに含まれてい

ることを確認します。

手順

1. Nutanix PrismWebコンソールにログオンし、Nutanix AHVクラスターのアップグレードに使用する

HYCU仮想アプライアンスイメージをアップロードします。

a. をクリックし、「イメージ構成」を選択します。

b. 「イメージ構成」ダイアログボックスで、「イメージのアップロード」をクリックします。

c. 「イメージの作成」ダイアログボックスで、以下の情報を入力します。
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i. HYCUイメージ名を、アップロードするHYCUイメージファイルの名前に対応する形式で

入力します。

i重要HYCU仮想アプライアンスイメージは、以下の形式でNutanix AHVクラスター

にアップロードする必要があります。

hycu-<Version>-<Revision>

例：hycu-4.8.0-3634

別の形式でHYCUイメージ名を入力すると、アップグレードにはそのイメージを使用

できません。

ii. オプション：注釈を入力します。

iii. 「イメージのタイプ」ドロップダウンメニューから、「ディスク」を選択します。

iv. 「ストレージコンテナ」ドロップダウンメニューから、アップロードするイメージのストレージコン

テナを選択します。

v. 「イメージのソース」セクションから、イメージファイルの場所を指定します。

vi. 「保存」をクリックします。

vii. 画像が正常にアップロードされたら、「閉じる」をクリックします。

2. HYCUWebユーザーインターフェースにログオンし、次の手順を実行します。

a. 「 管理」をクリックして、「ソフトウェアのアップグレード」を選択します。

b. 「ソフトウェアのアップグレード」ダイアログボックスの「リリース」タブで、HYCUの現行バージョンと

選択可能なすべてのバージョンをチェックします。

c. 選択可能なバージョンのリストから、HYCUをアップグレードするものを選択します。

n注「新しいバージョンを確認してください」リンクをクリックして、HYCUカスタマーサポー

トポータルで新しいバージョンが利用可能かどうかを確認することもできます。

d. 「ソフトウェアのアップグレード」をクリックし、「はい」をクリックして、HYCUのアップグレードを確

認します。

3. HYCUがファイル共有保護に使用されている場合のみ。HYCUインスタンスが存在するNutanix

クラスターがHYCUに追加されていないか、適切なHYCU仮想アプライアンスイメージが同じ

Nutanixクラスターに存在していない場合、HYCUインスタンスを次のようにアップグレードします。

a. 既存のHYCUインスタンスを削除します。この実行方法の詳細については、“HYCUインスタ

ンスの削除 ”ページ273を参照してください。

b. 新しいHYCUインスタンスを最新バージョンのHYCUで作成します。この実行方法の詳細に

ついては、“HYCUWebユーザーインターフェースの使用によるHYCUインスタンスの作成 ”

ページ271を参照してください。

HYCUからログアウトし、Nutanix PrismWebコンソールで次のようにアップグレードの進行状況を追跡

できます。

l 古いHYCU Backup Controller仮想マシンはNutanix AHVクラスター上に残り、

<HYCUBackupControllerName>_version_<OldHYCUVersion>に名前変更されます。
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l アップグレードされた新しいHYCU Backup Controller仮想マシンは、古い仮想マシンに置き換え

られます。

l アップグレードされたHYCU Backup Controller仮想マシンは、自動的に電源オンになります。

アップグレードプロセスが完了したら、HYCUWebユーザーインターフェースにログオンできます。

i重要HYCUWebユーザーインターフェースに再度ログオンする前に、WebブラウザーでのWeb
ページの強制リロードを必ず実行します。

Nutanix ESXiクラスター上のHYCUのアップグレード

Nutanix ESXiクラスター上のHYCUをアップグレードするには、次のいずれかの方法を選択できます。

アップグレード方法 説明

HYCU OVFパッケージのコンテンツライ

ブラリへのインポートによる。

“HYCU OVFパッケージのコンテンツライブラリへのインポート

によるHYCUのアップグレード”次のページ

HYCU OVFパッケージのvCenter

Serverインベントリへの展開による。

“HYCU OVFパッケージのvCenter Serverインベントリへの

展開によるHYCUのアップグレード”ページ302

HYCUがファイル共有保護に使用される場合、HYCU Backup Controllerに接続されているHYCUイ

ンスタンスもアップグレードする必要があります。詳細については、“HYCUインスタンスのアップグレード”

ページ303を参照してください。

前提条件

l HYCU Backup ControllerおよびHYCUインスタンスが存在するNutanix ESXiクラスターをHYCU

に追加する必要があります。説明については、“Nutanixクラスターの追加”ページ40を参照してく

ださい。

l vSphereユーザーとして、必要なアップグレード特権を持っている必要があります。アップグレード

特権の詳細については、“vSphereユーザーへの特権の割り当て”ページ329を参照してください。

l HYCU Backup ControllerのスナップショットがNutanix保護ドメインを使用して作成されている必

要があります。詳細については、Nutanixの資料を参照してください。

l VMware vSphereを使用して作成されたすべてのHYCUスナップショットが削除されている必要が

あります。

考慮事項

l HYCUが正常にアップグレードされたことを確認したら、古いHYCU Backup Controller仮想マシ

ンをNutanix ESXiクラスターから問題なく削除することができます。

l HYCU Backup ControllerがNutanix保護ドメインの一部である場合 (推奨方法 )、アップグレー

ド後にHYCU Backup Controller仮想マシンの新しいバージョンがこの保護ドメインに含まれてい

ることを確認します。

l HYCUまたはHYCUインスタンスのアップグレード後に、一部のNutanix ESXiクラスター上で、MAC

アドレスの競合があることを示すエラーメッセージを受け取ることがあります。このメッセージは無視

してもかまいません。
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HYCU OVFパッケージのコンテンツライブラリへのインポートによるHYCU
のアップグレード

i重要このセクションに記載されている手順を実行するインターフェースとして、vSphere Web
ClientまたはvSphere Clientのどちらも使用できます。たとえば、vSphere Web Clientを使用して

いる場合は、そのために必要な実行手順が案内されます。

手順

1. vSphere Web Clientにログオンし、次の手順を実行します。

a. HYCU OVFパッケージをインポートするコンテンツライブラリにナビゲートします。

b. コンテンツライブラリを右クリックし、「アイテムのインポート」を選択します。「ライブラリアイテム

のインポート」ダイアログボックスが開きます。

c. 「ソース」セクションで、以下のようにOVFパッケージの場所を選択します。

URL HYCU OVFパッケージのURLを指定します。

Local file

HYCU OVFパッケージのファイルシステムを参照します。

i重要ファイルシステムを参照するときには、.ovfファイルと、OVF
パッケージに関連した.vmdkファイルの両方を必ず選択します。

「OK」をクリックします。

d. 「宛先」セクションで、項目の名前と説明を入力し、「OK」をクリックします。

i重要入力する項目名がHYCU OVFパッケージ名と一致していることを確認します。

たとえば、hycu-4.8.0-3634。

2. HYCUWebユーザーインターフェースにログオンし、次の手順を実行します。

a. 「 管理」をクリックして、「ソフトウェアのアップグレード」を選択します。

b. HYCUの現在のバージョンと選択可能なすべてのバージョンを調べ、選択可能なバージョン

のリストから、HYCUをアップグレードするものを選択します。

tヒント各バージョンの横のアイコンは、HYCUアップグレードイメージの場所、(コンテン

ツライブラリ)、または ( vCenter Serverインベントリ)を示します。

c. 「アップグレード」をクリックし、「はい」をクリックして、HYCUのアップグレードを確認します。

HYCUからログアウトし、Nutanix PrismWebコンソールで次のようにアップグレードの進行状況を追跡

できます。

l 古いHYCU Backup Controller仮想マシンはNutanix ESXiクラスター上に残り、

<HYCUBackupControllerName>_version_<OldHYCUVersion>に名前変更されます。

l アップグレードされた新しいHYCU Backup Controller仮想マシンは、古い仮想マシンに置き換え

られます。

l アップグレードされたHYCU Backup Controller仮想マシンは、自動的に電源オンになります。

アップグレードプロセスが完了したら、HYCUWebユーザーインターフェースにログオンできます。
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i重要HYCUWebユーザーインターフェースに再度ログオンする前に、WebブラウザーでのWeb
ページの強制リロードを必ず実行します。

HYCU OVFパッケージのvCenter Serverインベントリへの展開による

HYCUのアップグレード

i重要このセクションに記載されている手順を実行するインターフェースとして、vSphere Web
ClientまたはvSphere Clientのどちらも使用できます。たとえば、vSphere Web Clientを使用して

いる場合は、そのために必要な実行手順が案内されます。

手順

1. vSphere Web Clientにログオンし、次の手順を実行します。

a. vCenter Serverを右クリックし、「OVFテンプレートの展開 ...」を選択します。「OVFテンプレー

トの展開」ダイアログボックスが開きます。

b. 「テンプレートの選択」セクションで、以下のようにOVFパッケージの場所を選択します。

URL HYCU OVFパッケージのURLを指定します。

Local file

HYCU OVFパッケージのファイルシステムを参照します。

i重要ファイルシステムを参照するときには、.ovfファイルと、OVF
パッケージに関連した.vmdkファイルの両方を必ず選択します。

「次へ」をクリックします。

c. 「名前とロケーションの選択」セクションで、HYCU Backup Controller仮想マシンの名前を入

力し、展開する場所を指定し、「次へ」をクリックします。

i重要入力する仮想マシン名がHYCU OVFパッケージ名と一致していることを確認し

ます。たとえば、hycu-4.8.0-3634。

d. 「リソースの選択」セクションで、展開されたパッケージを実行する場所を選択し、「次へ」をク

リックします。

e. 「詳細の確認」セクションで、パッケージの詳細を確認し、「次へ」をクリックします。

f. 「ストレージの選択」セクションで、展開されたパッケージのファイルを保存する場所を選択

し、「次へ」をクリックします。

g. 「ネットワークの選択」セクションで、宛先ネットワークを選択し、「次へ」をクリックします。

h. 「テンプレートのカスタマイズ」セクションで、以下の値を入力します。

l オプション：仮想マシンのホスト名

n注既定のホスト名は、HYCU仮想アプライアンスの展開中に自動的に生成され

ます。ホスト名の先頭は文字でなければならず、使用できるのは文字、数字、ハイ

フン( -)のみです。

l IPv4アドレス(例：10.1.100.1)

l サブネットマスク(例：255.0.0.0)
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l 既定のゲートウェイ(例：10.1.1.1)

l オプション：DNSサーバー(例：10.1.1.5)

l オプション：検索ドメイン(例：domain.com)

n注ドメイン名の先頭は文字でなければならず、1つ以上のピリオドを含める必要

があります。また、使用できるのは文字、数字、ハイフン( -)のみです。

「次へ」をクリックします。

i. 「終了可能」セクションで、データを確認し、「終了」をクリックします。

2. HYCUWebユーザーインターフェースにログオンし、次の手順を実行します。

a. 「 管理」をクリックして、「ソフトウェアのアップグレード」を選択します。

b. HYCUの現在のバージョンと選択可能なすべてのバージョンを調べ、選択可能なバージョン

のリストから、HYCUをアップグレードするものを選択します。

tヒント各バージョンの横のアイコンは、HYCUアップグレードイメージの場所、(コンテン

ツライブラリ)、または ( vCenter Serverインベントリ)を示します。

c. 「アップグレード」をクリックし、「はい」をクリックして、HYCUのアップグレードを確認します。

HYCUからログアウトし、Nutanix PrismWebコンソールで次のようにアップグレードの進行状況を追跡

できます。

l 古いHYCU Backup Controller仮想マシンはNutanix ESXiクラスター上に残り、

<HYCUBackupControllerName>_version_<OldHYCUVersion>に名前変更されます。

l アップグレードされた新しいHYCU Backup Controller仮想マシンは、古い仮想マシンに置き換え

られます。

l アップグレードされたHYCU Backup Controller仮想マシンは、自動的に電源オンになります。

アップグレードプロセスが完了したら、HYCUWebユーザーインターフェースにログオンできます。

i重要HYCUWebユーザーインターフェースに再度ログオンする前に、WebブラウザーでのWeb
ページの強制リロードを必ず実行します。

HYCUインスタンスのアップグレード

HYCU OVFパッケージがvCenter Serverコンテンツライブラリにインポートされ、その形式が以下のとお

りである場合、HYCUアップグレード後に、Nutanix ESXiクラスターにあるHYCUインスタンスのアップグ

レードが自動的に開始します。

hycu-<Version>-<Revision>

たとえば、hycu-4.8.0-3634。

そのようにしない場合、HYCUインスタンスは次のように手動でアップグレードします。

1. 既存のHYCUインスタンスを削除します。この実行方法の詳細については、“HYCUインスタンス

の削除”ページ273を参照してください。

2. 新しいHYCUインスタンスを最新バージョンのHYCUで作成します。この実行方法の詳細につい

ては、“HYCUWebユーザーインターフェースの使用によるHYCUインスタンスの作成”ページ271を

参照してください。
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n注既定のユーザー資格情報を変更した場合、HYCUインスタンスのアップグレード後には、既

定のオペレーティングシステムユーザー資格情報 (ユーザー名：hycu
)のみを使用できます。パスワード：hycu/4u

環境の要件を満たすように後で変更することができます。

vSphere環境でのHYCUのアップグレード

vSphere環境内でHYCUをアップグレードするには、次のいずれかの方法を選択できます。

アップグレード方法 説明

HYCU OVFパッケージのコンテンツライ

ブラリへのインポートによる。

“HYCU OVFパッケージのコンテンツライブラリへのインポート

によるHYCUのアップグレード”次のページ

HYCU OVFパッケージのvCenter

Serverインベントリへの展開による。

“HYCU OVFパッケージのvCenter Serverインベントリへの

展開によるHYCUのアップグレード”ページ306

前提条件

l HYCU Backup Controllerが存在するESXiホストを管理するvCenterサーバーをHYCUに追加す

る必要があります。説明については、“vCenterサーバーの追加”ページ42を参照してください。

l vSphereユーザーとして、必要なアップグレード特権を持っている必要があります。アップグレード

特権の詳細については、“vSphereユーザーへの特権の割り当て”ページ329を参照してください。

l HYCU OVFパッケージをコンテンツライブラリにインポートする場合：コンテンツライブラリがvSphere

(Web) Clientで作成されている必要があります。

考慮事項

l HYCU Backup Controllerが分散スイッチに接続されているときにHYCUをアップグレードする場

合：アップグレード後は、アップグレードされたHYCU Backup Controller上で構成されたポートは、

古いHYCU Backup Controller上で構成された分散スイッチポートとは異なるものになります。アッ

プグレードされたHYCU Backup Controllerで以前と同じポートを使用する必要がある場合は、

古いHYCU Backup Controllerのポートを削除してから、新しいHYCU Backup Controller設定で

ポート番号を変更します。この実行方法の詳細については、VMwareの資料を参照してくださ

い。

l HYCU Backup ControllerをVMware Virtual SAN (vSAN)データベースに展開することは推奨さ

れません。ただし、そのようにしている場合、HYCUをアップグレードする前にHYCUカスタマーサ

ポートにご連絡ください。

l HYCUが正常にアップグレードされたことを確認したら、古いHYCU Backup Controller仮想マシ

ンをvSphere環境から問題なく削除することができます。

l HYCUのアップグレード後に、一部のvSphere環境で、MACアドレスの競合があることを示すエ

ラーメッセージを受け取ることがあります。このメッセージは無視してもかまいません。

https://support.hycu.com/hc/en-us/categories/115000458185-Hycu
https://support.hycu.com/hc/en-us/categories/115000458185-Hycu
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HYCU OVFパッケージのコンテンツライブラリへのインポートによるHYCU
のアップグレード

i重要このセクションに記載されている手順を実行するインターフェースとして、vSphere Web
ClientまたはvSphere Clientのどちらも使用できます。たとえば、vSphere Web Clientを使用して

いる場合は、そのために必要な実行手順が案内されます。

手順

1. vSphere Web Clientにログオンし、次の手順を実行します。

a. HYCU OVFパッケージをインポートするコンテンツライブラリにナビゲートします。

b. コンテンツライブラリを右クリックし、「アイテムのインポート」を選択します。「ライブラリアイテム

のインポート」ダイアログボックスが開きます。

c. 「ソース」セクションで、以下のようにOVFパッケージの場所を選択します。

URL HYCU OVFパッケージのURLを指定します。

Local file

HYCU OVFパッケージのファイルシステムを参照します。

i重要ファイルシステムを参照するときには、.ovfファイルと、OVF
パッケージに関連した.vmdkファイルの両方を必ず選択します。

「OK」をクリックします。

d. 「宛先」セクションで、項目の名前と説明を入力し、「OK」をクリックします。

i重要入力する項目名がHYCU OVFパッケージ名と一致していることを確認します。

たとえば、hycu-4.8.0-3634。

2. HYCUWebユーザーインターフェースにログオンし、次の手順を実行します。

a. 「 管理」をクリックして、「ソフトウェアのアップグレード」を選択します。

b. 「ソフトウェアのアップグレード」ダイアログボックスで、HYCUの現行バージョンと選択可能なす

べてのバージョンをチェックします。

c. 選択可能なバージョンのリストから、HYCUをアップグレードするものを選択します。

tヒント各バージョンの横のアイコンは、HYCUアップグレードイメージの場所、(コンテン

ツライブラリ)、または ( vCenter Serverインベントリ)を示します。

d. 「ソフトウェアのアップグレード」をクリックし、「はい」をクリックして、HYCUのアップグレードを確

認します。

HYCUからログアウトし、vSphere (Web) Clientで次のようにアップグレードの進行状況を追跡できま

す。

l 古いHYCU Backup Controller仮想マシンはvSphere環境に残り、

<HYCUBackupControllerName>_version_<OldHYCUVersion>に名前変更されます。

l アップグレードされた新しいHYCU Backup Controller仮想マシンは、古い仮想マシンに置き換え



11管理

306

られます。

l アップグレードされたHYCU Backup Controller仮想マシンは、自動的に電源オンになります。

アップグレードプロセスが完了したら、HYCUWebユーザーインターフェースにログオンできます。

i重要HYCUWebユーザーインターフェースに再度ログオンする前に、WebブラウザーでのWeb
ページの強制リロードを必ず実行します。

HYCU OVFパッケージのvCenter Serverインベントリへの展開による

HYCUのアップグレード

i重要このセクションに記載されている手順を実行するインターフェースとして、vSphere Web
ClientまたはvSphere Clientのどちらも使用できます。たとえば、vSphere Web Clientを使用して

いる場合は、そのために必要な実行手順が案内されます。

手順

1. vSphere Web Clientにログオンし、次の手順を実行します。

a. vCenter Serverを右クリックし、「OVFテンプレートの展開 ...」を選択します。「OVFテンプレー

トの展開」ダイアログボックスが開きます。

b. 「テンプレートの選択」セクションで、以下のようにOVFパッケージの場所を選択します。

URL HYCU OVFパッケージのURLを指定します。

Local file

HYCU OVFパッケージのファイルシステムを参照します。

i重要ファイルシステムを参照するときには、.ovfファイルと、OVF
パッケージに関連した.vmdkファイルの両方を必ず選択します。

「次へ」をクリックします。

c. 「名前とロケーションの選択」セクションで、HYCU Backup Controller仮想マシンの名前を入

力し、展開する場所を指定し、「次へ」をクリックします。

i重要入力する仮想マシン名がHYCU OVFパッケージ名と一致していることを確認し

ます。たとえば、hycu-4.8.0-3634。

d. 「リソースの選択」セクションで、展開されたパッケージを実行する場所を選択し、「次へ」をク

リックします。

e. 「詳細の確認」セクションで、パッケージの詳細を確認し、「次へ」をクリックします。

f. 「ストレージの選択」セクションで、展開されたパッケージのファイルを保存する場所を選択

し、「次へ」をクリックします。

g. 「ネットワークの選択」セクションで、宛先ネットワークを選択し、「次へ」をクリックします。

i重要仮想NICオプションにはvSphere分散スイッチ( dvSwitch)を選択しないようにし

てください。

h. 「テンプレートのカスタマイズ」セクションで、以下の値を入力します。
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l オプション：仮想マシンのホスト名

n注既定のホスト名は、HYCU仮想アプライアンスの展開中に自動的に生成され

ます。ホスト名の先頭は文字でなければならず、使用できるのは文字、数字、ハイ

フン( -)のみです。

l IPv4アドレス(例：10.1.100.1)

l サブネットマスク(例：255.0.0.0)

l 既定のゲートウェイ(例：10.1.1.1)

l オプション：DNSサーバー(例：10.1.1.5)

l オプション：検索ドメイン(例：domain.com)

n注ドメイン名の先頭は文字でなければならず、1つ以上のピリオドを含める必要

があります。また、使用できるのは文字、数字、ハイフン( -)のみです。

「次へ」をクリックします。

i. 「終了可能」セクションで、データを確認し、「終了」をクリックします。

2. HYCUWebユーザーインターフェースにログオンし、次の手順を実行します。

a. 「 管理」をクリックして、「ソフトウェアのアップグレード」を選択します。

b. 「ソフトウェアのアップグレード」ダイアログボックスで、HYCUの現行バージョンと選択可能なす

べてのバージョンをチェックします。

c. 選択可能なバージョンのリストから、HYCUをアップグレードするものを選択します。

tヒント各バージョンの横のアイコンは、HYCUアップグレードイメージの場所、(コンテン

ツライブラリ)、または ( vCenter Serverインベントリ)を示します。

d. 「ソフトウェアのアップグレード」をクリックし、「はい」をクリックして、HYCUのアップグレードを確

認します。

HYCUからログアウトし、vSphere (Web) Clientで次のようにアップグレードの進行状況を追跡できま

す。

l 古いHYCU Backup Controller仮想マシンはvSphere環境に残り、

<HYCUBackupControllerName>_version_<OldHYCUVersion>に名前変更されます。

l アップグレードされた新しいHYCU Backup Controller仮想マシンは、古い仮想マシンに置き換え

られます。

l アップグレードされたHYCU Backup Controller仮想マシンは、自動的に電源オンになります。

アップグレードプロセスが完了したら、HYCUWebユーザーインターフェースにログオンできます。

i重要HYCUWebユーザーインターフェースに再度ログオンする前に、WebブラウザーでのWeb
ページの強制リロードを必ず実行します。
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Google CloudでのHYCUのアップグレード

前提条件

l HYCU Backup ControllerおよびHYCUインスタンスが存在するGoogle Cloudプロジェクトを

HYCUに追加する必要があります。説明については、“Google Cloudプロジェクトの追加”ページ

44を参照してください。

l HYCU仮想アプライアンスイメージは、Google Cloudバケットにアップロードする必要があります。

イメージを入手するには、HYCUカスタマーサポートにお問い合わせください。

l 限定公開のGoogleアクセスは、HYCU Backup Controllerが存在するサブネットで有効にする必

要があります。

l HYCU Backup ControllerがパブリックIPアドレスを使用している場合のみ。パブリックIPアドレスは

静的である必要があります。

考慮事項

l アップグレードされたHYCU Backup Controllerは<HYCUBackupControllerName>-

<NewHYCUVersion>に名前変更されます(例：HYCU-4-8-0-3634)。

l Google CloudにあるHYCUインスタンスのアップグレードは、HYCUアップグレード後に自動的に開

始されます。

l アップグレードされたHYCU Backup Controllerには新しいプライベート IPアドレスが割り当てられま

す。

l HYCUが正常にアップグレードされたことを確認したら、古いHYCU Backup ControllerをGoogle

Cloudから問題なく削除することができます。

手順

1. Google Cloudコンソールにログオンします。

2. HYCU仮想アプライアンスイメージからカスタムイメージを作成します。これを実行するには、次の

手順に従います。

a. 「イメージの作成」ページに移動します。

b. 「名前」で、HYCUイメージ名を次の形式で入力します：

hycu-<Version>-<Revision>

i重要<Version>の区切り文字はダッシュ( -)でなければなりません。たとえば、hycu-
4-8-0-2485。

c. 「ソース」で、「クラウドストレージファイル」を選択します。

d. 「クラウドストレージファイル」フィールドで、「参照」をクリックして、バケットに保存されている

HYCU仮想アプライアンスイメージを選択します。

e. 「ロケーション」で、カスタムイメージのリージョンを選択します。

f. ページの下部の「作成」をクリックします。

3. HYCUWebユーザーインターフェースにログオンします。

https://support.hycu.com/hc/en-us/categories/115000458185-Hycu


11管理

309

4. 「 管理」をクリックして、「ソフトウェアのアップグレード」を選択します。「ソフトウェアのアップグレー

ド」ダイアログボックスが開きます。

5. 「リリース」タブで、HYCUの現在のバージョンと利用可能なすべてのバージョンをチェックします。

6. 選択可能なバージョンのリストから、HYCUをアップグレードするものを選択します。

7. 「ソフトウェアのアップグレード」をクリックし、「はい」をクリックして、HYCUのアップグレードを確認し

ます。

i重要何らかの理由でHYCUのアップグレードに失敗した場合は、新しいHYCU Backup
Controllerをシャットダウンし、新しいHYCU Backup ControllerからパブリックIPアドレスの割り当て

を解除し、元のHYCU Backup Controllerに割り当て(プライベート IPアドレスを使用していない場

合)、古いHYCU Backup Controllerをオンにします。それからHYCUのアップグレード手順をステッ

プ3から繰り返します。

Azure Government環境でのHYCUのアップグレード

前提条件

l HYCU Backup Controllerを含むAzure GovernmentサブスクリプションをHYCUに追加する必要

があります。説明については、“Azure Governmentサブスクリプションの追加 ”ページ45を参照して

ください。

l HYCU仮想アプライアンスイメージは、Azure Governmentのストレージコンテナにアップロードする

必要があります。イメージを入手するには、HYCUカスタマーサポートにお問い合わせください。

考慮事項

l アップグレードされたHYCU Backup Controllerは<HYCUBackupControllerName>-

<NewHYCUVersion>に名前変更されます(例：HYCU-4.8.0-3634)。

l HYCUをアップグレードすると、仮想マシンエージェントのステータスが準備できていないと伝える警

告メッセージが表示される場合があります。このメッセージは無視してもかまいません。

推奨事項

Azure Storage Explorerを使用して、HYCU仮想アプライアンスイメージをAzure Governmentにアップ

ロードすることをお勧めします。詳細については、Azureの資料を参照してください。

手順

1. Azure Governmentにログオンします。

2. HYCU仮想アプライアンスイメージから管理イメージを作成します：

a. 「イメージ」ナビゲーションペインで、「作成」をクリックします。開かれる「イメージの作成」メ

ニューで、以下が指定されていることを確認します。

l 「インスタンス詳細」セクションの「名前」フィールドで、HYCU仮想アプライアンスイメージ

の名前を以下の形式で入力します。

hycu-<Version>-<Revision>

たとえば、hycu-4.8.0-3634。

https://support.hycu.com/hc/en-us/categories/115000458185-Hycu
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l 「OSディスク」セクションで、次を選択します。

l OSタイプ：Linux

l VM世代：第1世代

残りのオプションは既定値のままにしておくこともできますし、必要に応じて調整することもでき

ます。

b. 「確認」+「作成」をクリックして情報を確認し、「作成」をクリックして管理イメージを作成しま

す。

3. HYCUWebユーザーインターフェースにログオンします。

4. 「 管理」をクリックして、「ソフトウェアのアップグレード」を選択します。

5. 「ソフトウェアのアップグレード」ダイアログボックスで、HYCUの現行バージョンと選択可能なすべて

のバージョンをチェックします。

6. 選択可能なバージョンのリストから、HYCUをアップグレードするものを選択します。

7. 「ソフトウェアのアップグレード」をクリックし、「はい」をクリックして、HYCUのアップグレードを確認し

ます。

i重要何らかの理由でHYCUのアップグレードに失敗した場合は、手動で元のHYCU Backup
Controllerの電源をオンにして、元のIPアドレスに関連付けてから、ステップ3からHYCUのアップグ

レードの手順を繰り返します。

HYCU更新の適用
HYCUカスタマーサポートからHYCU更新を受け取ったら、現在の製品バージョンに適用できます。更

新は、インストールされている互換性のある製品バージョンにのみ適用できます。たとえば、1.2.3-

4567というラベルの付いた更新は製品バージョン1.2.3に適用できますが、1.2.4-5678というラベルの

付いた更新は適用できません。

n注各HYCU更新は、累積的な一連の問題に対応します。

前提条件

l 更新をHYCU Backup Controllerに適用する場合：HYCU Backup Controllerアクティビティが保

留中である。この実行方法の説明については、“電源オプションの設定”ページ288を参照してく

ださい。

l 中止したくないジョブを終了している(更新アプリケーションプロセスは現在実行中のすべてのジョ

ブを中止します)。これは、ジョブの実行ステータスでジョブリストをフィルタリングすることで確認でき

ます。説明については、“データのフィルタリング”ページ224を参照してください。

l 更新をHYCU インスタンスに適用する場合：同じ更新が、対応するHYCU Backup Controllerに

適用されている。

l シェルスクリプトを使用して更新を適用する場合：更新を適用する予定のHYCU仮想マシンの

管理ユーザー権限を持つ、オペレーティングシステムユーザーアカウントの資格情報が分かってい

る。
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i重要HYCUカスタマーサポートにより特に断りがない限り、すべてのHYCU仮想マシンに同じ更

新( HYCU Backup Controller、HYCU インスタンス、およびHYCUManager)を適用する必要が

あります。

考慮事項

l HYCU Backup Controllerに適用する更新は、HYCU インスタンスまたはHYCUManagerに自動

的に適用されることはありません。

l 更新をHYCU Backup ControllerまたはHYCUManagerに適用する場合：更新が適用されてい

るHYCU仮想マシンのHYCUWebユーザーインターフェースにログオンしているユーザーは、プロセ

スの完了後にWebブラウザーでWebユーザーインターフェースページの強制リロードを実行する必

要があります。

推奨事項

更新をHYCU Backup Controllerに適用する前に、HYCU Backup Controllerをバックアップします。

説明については、“仮想マシンのバックアップ”ページ111を参照してください。

HYCU更新を適用できます。

l HYCUWebユーザーインターフェースから

HYCU Backup Controller、HYCU インスタンス、またはHYCUManagerに更新を適用する場合

は、この方法を使用します。説明については、“HYCUWebユーザーインターフェースを使用した

更新の適用”下を参照してください。

l シェルスクリプトを使用

HYCUWebユーザーインターフェースにログオンできない場合は、この方法を使用します。説明に

ついては、“シェルスクリプトを使用した更新の適用 ”ページ313を参照してください。

HYCUWebユーザーインターフェースを使用した更新の適

用

HYCUWebユーザーインターフェースから、次の手順を使用して、任意の種類のHYCU仮想マシンに

更新を適用できます。

l “HYCU Backup ControllerまたはHYCUManagerへの更新の適用 ”下

l “HYCU インスタンスへの更新の適用”次のページ

HYCU Backup ControllerまたはHYCUManagerへの更新の適用

手順

1. HYCUWebユーザーインターフェースにログオンします。

2. 「 管理」をクリックして、「ソフトウェアのアップグレード」を選択します。

3. 「ソフトウェアのアップグレード」ダイアログボックスで、「更新」タブをクリックします。

4. 「更新ラベル」列で、優先する更新のパッケージがすでにHYCU Backup ControllerまたはHYCU

Managerに追加されているかどうかを確認し、以下のいずれかを実行します。
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l 更新ラベルが存在しない場合には、次の手順を実行します。

a. 「 追加」をクリックします。

b. 「更新の追加」ダイアログボックスで、「参照」をクリックします。更新パッケージ( ZIP形式)

を参照して選択し、「開く」をクリックします。

c. 「更新の追加」をクリックします。

l 更新のラベルが存在する場合、それを選択します。

tヒント 「情報」をクリックして、更新が解決する問題のリストを確認します。

5. 「更新の適用」をクリックします。

6. 表示されたデジタル指紋が、HYCUカスタマーサポートから提供されたものと一致することを確認

します。

7. 「はい」をクリックして、更新アプリケーションプロセスを開始します。HYCUWebユーザーインター

フェースから自動的にログオフし、Webユーザーインターフェースのログオンページで更新適用の進

行状況を追跡できます。

8. プロセスが完了したら、WebブラウザーでHYCUWebユーザーインターフェースページの強制リロー

ドを実行します。

9. 更新をHYCU Backup Controllerに適用した場合のみ。以下を実行します。

a. HYCUWebユーザーインターフェースにログオンします。

b. HYCU Backup Controllerのアクティビティを再開します。この実行方法の説明については、

“電源オプションの設定”ページ288を参照してください。

更新が適用されていないときに、追加された更新パッケージを削除するには、「更新」タブの「ソフト

ウェアのアップグレード」ダイアログボックスで、追加された更新パッケージのリストからエントリを選択し、

「削除」をクリックします。

HYCU インスタンスへの更新の適用

手順

1. HYCUWebユーザーインターフェースにログオンします。

2. 「 管理」をクリックして、「インスタンス」を選択します。

3. 「インスタンス」ダイアログボックスで、優先するHYCU インスタンスを選択し、「 更新」をクリックし

ます。

4. 「更新ラベル」列で、優先するパッケージがすでにHYCU インスタンスに追加されているかどうかを

確認し、以下のいずれかを実行します。

l 更新ラベルが存在しない場合には、次の手順を実行します。

a. 「 追加」をクリックします。

b. 「更新の追加」ダイアログボックスで、「参照」をクリックします。更新パッケージ( ZIP形式)

を参照して選択し、「開く」をクリックします。

c. 「更新の追加」をクリックします。
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n注HYCU インスタンスに適用される各更新は、最初に対応するHYCU Backup
Controllerにアップロードされます。

l 更新のラベルが存在する場合、それを選択します。

tヒント 「情報」をクリックして、更新が解決する問題のリストを確認します。

5. 「更新の適用」をクリックします。

6. 表示されたデジタル指紋が、HYCUカスタマーサポートから提供されたものと一致することを確認

します。

7. 「はい」をクリックして、更新アプリケーションプロセスを開始します。「インスタンス」ダイアログボックス

のHYCU インスタンスステータスアイコンがグレー表示に変わり、進行中のプロセスであることを示

します。

「ジョブ」パネルで対応するジョブのステータスを確認することで、プロセスの進行状況を追跡でき

ます。更新が適用されると、HYCU インスタンスステータスアイコンが緑色に変わります。

更新が適用されていないときに、追加された更新パッケージを削除するには、「更新」ダイアログボック

スで、追加された更新パッケージのリストからエントリを選択し、「削除」をクリックします。

シェルスクリプトを使用した更新の適用

手順

1. 仮想化環境の管理に使用しているWebユーザーインターフェースにログオンし、更新を適用する

予定のHYCU仮想マシンに接続します。

2. 管理者ユーザー権限があるユーザーアカウントでオペレーティングシステムにログオンします。

3. コマンドシェルを開いて、以下のコマンドを実行します。

cd /opt/grizzly/bin/

4. 以下のコマンドを実行して、HYCU仮想マシンにすでに追加されている更新パッケージのリストを

取得します。

sudo ./HycuPatch.sh -list_patches

5. 優先する更新のラベルがリストにない場合は、次の手順に従います。

a. 更新パッケージの内容を( ZIP形式で)抽出します。パッケージには、メイン更新ファイル、イン

ストールの説明、およびデジタル指紋が含まれています。

b. /usr/bin/cksumおよび/usr/bin/md5sumコマンドを使用して、メイン更新ファイルのデジ

タル指紋がHYCUカスタマーサポートによって指定されたものと一致することを確認します。

c. アーカイブされたTAR( .tar.gz)形式のメイン更新ファイルを、HYCU仮想マシンの次のディ

レクトリにコピーします。

/hycudata/opt/grizzly/updates

tヒント以下のコマンドを実行して、更新が解決する問題のリストを確認します。
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sudo ./HycuPatch.sh -patch_info <UpdateLabel>

6. 以下のコマンドを実行して、更新をHYCU仮想マシンに適用します。

sudo ./HycuPatch.sh -apply_patch <UpdateLabel>

7. 更新をHYCU Backup Controllerに適用した場合のみ。以下を実行します。

a. HYCUWebユーザーインターフェースにログオンします。

b. HYCU Backup Controllerのアクティビティを再開します。この実行方法の説明については、

“電源オプションの設定”ページ288を参照してください。

HYCUの削除
環境からHYCUを削除する場合、追加のクリーンアップタスクも実行する必要があります。

HYCUを削除するには、次の手順に従います。

1. HYCUにログオンし、すべてのエンティティからポリシーの割り当てを次のように解除します。

l 仮想マシンからポリシーを割り当て解除するには、次のようにします。

a. ナビゲーションペインで、「仮想マシン」をクリックします。

b. すべての仮想マシンを選択し、「」 「ポリシー」をクリックします。

c. 「割り当て解除」をクリックします。

d. 「はい」をクリックして、選択した仮想マシンからポリシーを割り当て解除することを確認し

ます。

l アプリケーションからポリシーを割り当て解除するには、次のようにします。

a. ナビゲーションペインで、「 アプリケーション」をクリックします。

b. すべての検出されたアプリケーションを選択し、「ポリシー」をクリックします。

c. 「割り当て解除」をクリックします。

d. 「はい」をクリックして、選択したアプリケーションからポリシーを割り当て解除することを確

認します。

l ファイル共有からポリシーを割り当て解除するには、次のようにします。

a. ナビゲーションペインで、「 共有フォルダ」をクリックします。

b. すべてのファイル共有を選択し、「」 「ポリシー」をクリックします。

c. 「割り当て解除」をクリックします。

d. 「はい」をクリックして、選択したファイル共有からポリシーを割り当て解除することを確認

します。

l ボリュームグループからポリシーを割り当て解除するには、次のようにします。

a. ナビゲーションペインで、「 ボリュームグループ」をクリックします。

b. すべてのボリュームグループを選択し、「」 「ポリシー」をクリックします。

c. 「割り当て解除」をクリックします。
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d. 「はい」をクリックして、選択したボリュームグループからポリシーを割り当て解除することを

確認します。

2. HYCUがファイル共有保護用に使用された場合のみ。以下を実行します。

a. 既存のHYCUインスタンスを削除します。説明については、“HYCUインスタンスの削除”ペー

ジ273を参照してください。

b. HYCUによって作成されたファイルサーバースナップショットを削除します。これを実行するに

は、HYCU Backup Controller上で、/opt/grizzly/bin/HycuCleanup.plスクリプトを

次のように実行します。

sudo perl HycuCleanup.pl -c <FileServer> -u <Username> -p
<Password> -dnfs -all

この場合、<FileServer>はファイルサーバーの名前であり、次の形式で

す：https://<ServerName>:<Port>。

i重要このコマンドを実行すると、名前がhycu-で始まるすべてのファイルサーバースナッ

プショットも削除されます(大文字と小文字は区別されません)。

3. Nutanixクラスターの場合：HYCU Backup Controllerで、

/opt/grizzly/bin/HycuCleanup.plスクリプトを次のように実行します。

l HYCUによって作成された仮想マシンおよびボリュームグループのスナップショットを削除するに

は、次のようにします。

sudo perl HycuCleanup.pl -c <NutanixCluster> -u <Username> -p
<Password> -dvms -all

sudo perl HycuCleanup.pl -c <NutanixCluster> -u <Username> -p
<Password> -dvgs -all

これらの場合、<NutanixCluster>はNutanixクラスターの名前であり、次の形式で

す：https://<ServerName>:<Port>。

i重要これらのコマンドを実行すると、名前がIPアドレスで始まる、Nutanix REST API
v3を使用して作成されたすべてのサードパーティスナップショットも削除されます。

l HYCUによって作成されたボリュームグループを削除するには、次のようにします。

sudo perl HycuCleanup.pl -c <NutanixCluster> -u <Username> -p
<Password> -dvg -all

この場合、<NutanixCluster>はNutanixクラスターの名前であり、次の形式で

す：https://<ServerName>:<Port>。

i重要このコマンドを実行すると、名前がHYCU-で始まる、Nutanix REST API v3を使

用して作成されたすべてのボリュームグループも削除されます(大文字と小文字は区別

されません)。

4. ターゲットからデータを削除します。これを実行するには、各ターゲット上で、bkpctrlフォルダを

削除します。
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5. Nutanix PrismWebコンソール、vSphere (Web) Client、またはAzure Governmentにログオンし、

HYCU Backup Controller仮想マシンを削除します。仮想マシンを削除する方法の詳細について

は、Nutanix、VMware、またはAzureの資料を参照してください。
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データ保護環境の調整

データ保護環境用にHYCUをカスタマイズするために「 管理」メニューから実行する管理タスクで、通

常は正常な管理を十分行うことができます。ただし、組織の要件によっては、最適なパフォーマンス、

より高いセキュリティレベル、または外部アプリケーションとの相互作用、およびさらに幅広いHYCUオプ

ションを活用するために、追加の管理タスクを実行する必要があります。

目的 手順

SSHを使用してHYCU Backup Controller仮想

マシンにアクセスします。

“SSHを使用したHYCU Backup Controller仮想

マシンへのアクセス”次のページ

HTTPS for WinRM接続を有効にします。 “HTTPS for WinRM接続の有効化”ページ320

HYCU用にFIPS準拠モードを構成します。 “HYCU用のFIPSモードの構成 ”ページ320

LDAPS認証をセットアップします。 “LDAPS認証のセットアップ”ページ321

2要素認証をセットアップします。 “2要素認証のセットアップ”ページ322

APIキーを管理します。 “APIキーの管理 ”ページ322

FIDO認証システムを管理します。 “FIDO認証システムの管理”ページ323

SMTP接続を保護します。 “SMTP接続の保護 ”ページ324

複数のネットワークを使用するようにHYCUをセッ

トアップします。

“複数のネットワークを使用するHYCUのセット

アップ”ページ324

HYCU仮想ディスクのサイズを増やします。 “HYCU仮想ディスクのサイズの増分”ページ327

必要な特権をvSphereユーザーに割り当てま

す。

“vSphereユーザーへの特権の割り当て”ページ

329

HYCU REST APIを使用してタスクを自動化し

ます。

“HYCU REST APIエクスプローラーの使用 ”ペー

ジ331

hyCLIを使用します。
“コマンドラインインターフェースの使用”ページ

332

プレ/ポストスクリプトを使用して、バックアップと復

元が実行される前と後に必要なアクションを実

行します。

“プレ/ポストスクリプトの使用”ページ332

第12章
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SSHを使用したHYCU Backup Controller仮想

マシンへのアクセス
HYCUWebユーザーインターフェースまたはコマンドラインユーザーインターフェース( hyCLI)を使用し

て、HYCU Backup Controllerのほとんどの管理タスクを実行できます。SSHを使用する必要がある2

つの例外は、HYCUアプリケーションサーバー( Grizzlyサーバー)またはアプライアンス全体の再起動で

す。

i重要SSHを使用してHYCUアプリケーションサーバーまたはアプライアンス全体の再起動以外

のタスクを実行することはお勧めしません。

HYCU仮想アプライアンスを展開したら、SSHを使用したHYCU Backup Controller仮想マシンへのア

クセスに、以下の既定の資格情報を使用できます。

ユーザー名： hycu

パスワード： hycu/4u

既定のSSHパスワードの変更

セキュリティ上の目的で、既定のSSHパスワードは変更することを強くお勧めします。これを実行する

には、次の手順に従います。

1. HYCU Backup Controller仮想マシンへのリモートセッションを開きます。

ssh hycu@<HYCUBackupControllerIPAddress>

要求されたら、既定のパスワードを入力します。

2. hycuユーザーの次のパスワードを変更します。

passwd

要求されたら、既定のパスワードを再度入力し、次に新しいパスワードを入力して確認します。

SSH公開キー認証の構成

SSH公開キーをHYCUに追加し、HYCU Backup Controllerへのアクセスに使用することで、お使いの

データ保護環境にセキュリティの層を追加し、SSHパスワード認証以上の安全性を実現できます。

ファイル共有保護にHYCUを使用し、HYCU Backup ControllerにアクセスするためのSSH公開キー

認証を構成している場合、HYCUインスタンスへのアクセスにも同じSSH公開キーを使用できます。

新たなセキュリティを使用するため、SSHパスワード認証を無効にすることもできます。

制限事項

サポートされているSSHキーの種類はRSA、ECDSA、Ed25519です。

「SSHアクセス」ダイアログボックスへのアクセス

「SSH認証」ダイアログボックスにアクセスするには、「 管理」をクリックし、「SSH認証」を選択しま

す。
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手順

1. 「SSH認証」ダイアログボックスで「 公開鍵を追加」をクリックします。

2. SSH公開キーの名前とSSH公開キーを入力します。

3. 「保存」をクリックします。

SSH公開キーが表に追加されます。追加された各キーについて、名前、作成日、キーのフィンガープ

リントが表示されます。

既存のいずれかのSSH公開キーを選択し、「削除」をクリックして削除することもできます。

SSH公開キー認証の構成後にSSHパスワード認証を無効にするには、「パスワード認証を許可す

る」スイッチを無効にしてから「保存をクリックします。

SSHアクセスの無効化

SSHアクセスはいつでも無効にできます。これを実行するには、次の手順に従います。

1. HYCU Backup Controller仮想マシンへのリモートセッションを開きます。

ssh hycu@<HYCUBackupControllerIPAddress>

要求されたら、hycuユーザーのパスワードを入力します。

2. SSH サービスをシャットダウンします。

sudo systemctl stop sshd.service

要求されたら、hycuユーザーのパスワードを入力します。

3. SSHサービスを無効にします。

sudo systemctl disable sshd.service

要求されたら、hycuユーザーのパスワードを入力します。

この手順を実行したら、SSH接続は無効になります。SSHを再有効化するには、各ハイパーバイザー

のコンソールを介してHYCU Backup Controller仮想マシンに接続する必要があります。

HYCUアプリケーションサーバーの管理

HYCUアプリケーションサーバーを管理するには、次の手順に従います。

1. HYCU Backup Controller仮想マシンへのリモートセッションを開きます。

ssh hycu@<HYCUBackupControllerIPAddress>

要求されたら、hycuユーザーのパスワードを入力します。

2. HYCUアプリケーションサーバーで優先する操作を実行します。

sudo service grizzly {start | stop | restart}

要求されたら、hycuユーザーのパスワードを入力します。
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i重要PostgreSQLサーバーを再起動する予定がある場合は、PostgreSQLサーバーの再起動

前にHYCUアプリケーションサーバーを停止し、再起動後に開始するようにします。

HTTPS for WinRM接続の有効化
セキュリティのレイヤーをさらに追加する場合は、仮想マシンへのHTTPS for WinRM接続を使用する

ようにHYCUを構成できます。

手順

HTTPS for WinRM接続を有効にする各仮想マシンに対して、以下を実行します。

1. WinRM for HTTPSを構成します。この実行方法の詳細については、Microsoftの資料を参照し

てください。

2. プライベート認証局によって署名された証明書または自己署名証明書でWinRMが構成されて

いる場合のみ。CA署名付き証明書またはトラストチェーン証明書からHYCUにインポートしま

す。説明については、“カスタム証明書のインポート ”ページ294を参照してください。

HYCU用のFIPSモードの構成
HYCUは、暗号化モジュールのセキュリティ要件を確立するFederal Information Processing

Standards( FIPS) 140-2に準拠して動作するように構成できます(暗号化アルゴリズムと暗号化キー

の生成方法を使用できます)。

ビジネスの性質に応じて、HYCUのFIPSモードは有効または無効にできます。FIPSモードが有効かど

うか(既定では無効)を確認するには、HYCU Backup Controllerへのリモートセッションを開き、root

ユーザーまたはsudoを使用して、次のコマンドを実行します。

/opt/grizzly/bin/enable_fips.sh --status

制限事項

FIPSモードを有効にした場合、以下のような制限が適用されます。

l SMBターゲットは、データを保存するためには使用できません。

l アプリケーションを検出できないため、保護できません。

l 個々のファイルは復元できません。

l Windows物理マシンは保護できません。

l Nutanix Filesサーバー上のSMBファイル共有は保護できません。

考慮事項

l HYCUがファイル共有保護に使用されている場合のみ。各HYCUインスタンスに対して個別に

( HYCU Backup Controllerに依存せず) FIPSモードを有効にする必要があります。

l HYCUをアップグレードすると、FIPSモードが無効になります。必要な場合は、必ず再有効化し

てください。
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HYCU用のFIPSモードの有効化

手順

HYCU Backup Controllerへのリモートセッションを開き、ルートユーザーとしてまたはsudoを使用して、

次の手順を実行します。

1. HYCUアプリケーションサーバーを停止します。

systemctl stop grizzly.service

2. FIPS準拠モードを有効にします。

/opt/grizzly/bin/enable_fips.sh

3. HYCU Backup Controllerを再起動します。

再起動

HYCU用のFIPSモードの無効化

手順

HYCU Backup Controllerへのリモートセッションを開き、ルートユーザーとしてまたはsudoを使用して、

次の手順を実行します。

1. HYCUアプリケーションサーバーを停止します。

systemctl stop grizzly.service

2. FIPS準拠モードを無効にします。

/opt/grizzly/bin/enable_fips.sh -d

3. HYCU Backup Controllerを再起動します。

再起動

LDAPS認証のセットアップ
もう1段階の保護を追加してデータの機密性を確実にするには、セキュアなユーザー認証のために

LDAP over SSL( LDAPS)を使用するようにHYCUを構成できます。この認証が機能するには、

HYCUがLDAPSサーバー証明書を信頼する必要があります。LDAPSサーバー証明書のタイプに応

じて、信頼は以下のいずれかの方法で確立されます。

l LDAPSサーバー証明書がパブリック認証局によって署名されている場合、HYCUは自動的にそ

れを信頼します。

l LDAPSサーバー証明書がプライベート認証局によって署名された場合、または自己署名された

場合は、CA署名付き証明書またはトラストチェーン証明書をHYCUにインポートする必要があり

ます。説明については、“カスタム証明書のインポート ”ページ294を参照してください。
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2要素認証のセットアップ
2要素認証をセットアップして、HYCUへのログオン時のセキュリティ層をさらに追加できます。以下の

認証方法がサポートされています。

l OTPアプリケーションによって生成された時間ベースのワンタイムパスワード( OTP)。

l セキュリティキーや指紋リーダーなど、FIDOプロトコルに準拠した認証システム( FIDO認証システ

ム)。

HYCUの2要素認証をセットアップする場合、次のタスクを実行する必要があります。

タスク 説明

1. 選択した認証方法に必要な準備手順を

実行します。

l OTPの場合：

ユーザーに説明し、ユーザーがOTPアプリ

ケーションにアクセスできることを確認しま

す。

l FIDO認証システムの場合：次の条件が満

たされていることを確認します。

o 認証システムが正しくセットアップされて

いる。手順については、認証システムの

資料を参照してください。

o DNSが正しく構成されている。

o ホスト名が正しく解決される。

2. 2要素認証を有効にするユーザーを作成ま

たは編集し、そのユーザーをユーザーグルー

プに追加します。

“ユーザーの作成”ページ250と“ユーザーのグルー

プへの追加 ”ページ253に説明されている手順に

従います。

これらのタスクを実行したら、ユーザーは“HYCUへのログオン”ページ36の説明に従って、HYCUにログ

オンして、自身のログオンを認証する必要があります。

APIキーの管理
APIキーは、REST APIまたはHYCUコマンドラインユーザーインターフェース( hyCLI)の使用で2要素

認証を有効にする場合に必要です。APIキーのオプションを使用して、APIキーを生成したり失効させ

たりできます。

考慮事項

管理者ロールが割り当てられているユーザーは、別のユーザーの情報を「セルフサービス」パネルで編

集できます。詳細については、“ユーザーの作成 ”ページ250を参照してください。

「APIキー」ダイアログボックスへのアクセス

「APIキー」ダイアログボックスにアクセスするには、画面の右上にあるをクリックして、「APIキー」を選

択します。
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APIキーの生成

手順

1. 「APIキー」ダイアログボックスで、「 新規」をクリックします。

2. キーの名前を入力し、オプションで有効期限を設定します。有効期限を設定しない場合、キー

が有効期限切れになることはありません。

3. 「生成」をクリックします。

4. APIキーが表示されます。キーを書き留めてその情報を安全に保管します。

i重要セキュリティ上の理由から、APIキーは二度と表示されないので、必ずキーをメモして

そのメモを安全に保管してください。

APIキーを使用するとお客様のデータにアクセスできるため、パスワードと同じように扱ってくだ

さい。

「終了」をクリックします。

APIキーの取り消し

手順

1. 「APIキー」ダイアログボックスで、APIキーを選択し、「取り消し」をクリックします。

2. 「はい」をクリックして、キーを取り消すことを確認します。APIキーはすぐに取り消されます。

FIDO認証システムの管理
アカウントでFIDO 2要素認証方式が有効である場合は、FIDO認証システムをセットアップする必要

があります。FIDO認証システムは、「FIDO認証システム」オプションを使用して追加または取り消しで

きます。

新規FIDO認証システムの追加

考慮事項

l インフラストラクチャグループで管理者ロールが割り当てられているユーザーは、別のユーザーの情

報を「セルフサービス」パネルで編集できます。詳細については、“ユーザーの作成”ページ250を参

照してください。

l HYCUにログオンするときは必ず完全修飾ドメイン名を使用し、DNSが正しく設定されていること

を確認します。そうでない場合、認証は失敗することがあります。

「FIDO認証システム」ダイアログボックスへのアクセス

「FIDO認証システム」ダイアログボックスにアクセスするには、画面の右上にあるをクリックして、

「FIDO認証システム」を選択します。
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手順

1. 「FIDO認証システム」ダイアログボックスで、「 新規」をクリックします。

2. 「セキュリティのセットアップ」ウィザードが開きます。

ウィザードの説明に従って認証システムを作成します。プロセスは、選択した認証システムのタイ

プとオペレーティングシステムのバージョンによって異なります。

3. 「名前」フィールドで、認証システムの名前を入力します。

4. 「登録」をクリックします。

FIDO認証システムの取り消し

手順

1. 「FIDO認証システム」ダイアログボックスで、取り消したい認証システムを選択して、「取り消し」を

クリックします。

2. 「はい」をクリックして、認証システムを取り消すことを確認します。認証システムはすぐに取り消さ

れます。

SMTP接続の保護
もう1段階の保護を追加してデータの機密性を確実にするには、セキュアなユーザー認証のために

SMTP over SSL/TLSまたはSTARTTLSを使用するようにHYCUを構成できます。この認証が機能す

るには、HYCUがSMTPサーバー証明書を信頼する必要があります。SMTPサーバー証明書のタイプ

に応じて、信頼は以下のいずれかの方法で確立されます。

l SMTPサーバー証明書がパブリック認証局によって署名されている場合、HYCUは自動的にそれ

を信頼します。

l SMTPサーバー証明書がプライベート認証局によって署名された場合、または自己署名された

場合は、CA署名付き証明書またはトラストチェーン証明書をHYCUにインポートする必要があり

ます。説明については、“カスタム証明書のインポート ”ページ294を参照してください。

複数のネットワークを使用するHYCUのセットアッ

プ
マルチネットワーク環境で動作するようにHYCUをセットアップして、異なるVLANまたはネットワークセグ

メントに2つのネットワークアダプタを割り当てることができます。これは、HYCUとは異なるネットワークの

バックアップに専用ストレージを使用している場合に特に役立ちます。例：

l HYCUは10.0.0.0/16 VLANに配置でき、ストレージボックスは192.168.0.0/24 VLANに配置でき

ます。

l 仮想マシンネットワーク以外のネットワークからHYCUWebユーザーインターフェースにアクセスする

必要があります。この場合、Webユーザーアクセス用のNICに加えて、Nutanixコントローラー仮想

マシンと同じVLAN上に必ず必要なデータ転送用の専用NICを用意することをお勧めします。
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n注Nutanixクラスターの場合：バックアップ時のデータトラフィックの大部分は追加のネットワーク

を介して行われますが、その一部は引き続き管理ネットワークを介して行われます。これは、

HYCUがNutanixデータサービスIPアドレスを使用してNutanix Volumes( CVMの管理ネットワーク

と同じサブネット内に存在する必要がある)を通じてデータを消費するためです。

この制限事項の詳細については、Nutanixの資料を参照してください。

制限事項

Google CloudおよびAzure Government環境で複数のネットワークを使用するようにHYCUをセット

アップできます。

ファイルサーバー環境の考慮事項

l メインネットワークは、HYCU Backup Controllerと追加のHYCUインスタンスの両方が相互に接

続を確認して確立できるネットワークセグメントに対応する必要があります。

l 両方の仮想マシン( HYCU Backup Controllerと1つ以上の接続されたHYCUインスタンス)がファ

イルサーバーに接続できる必要があります。

l 各ネットワークアダプタは、異なるサブネット上にある必要があります。

l DNSサーバーが指定されている場合のみ。すべてのサブネット上のDNSサーバーが同じ結果を返

す必要があります。

l Nutanix ESXiクラスターの場合：HYCUアップグレードすると、追加のすべてのネットワークアダプタ

のネットワーク設定が既定値に設定されます。アップグレード後にHYCUインスタンスを必ず再構

成します。

複数のネットワークを使用するようにHYCUをセットアップする環境に応じて、次のいずれかの手順を

実行します。

l “Nutanix AHVまたはNutanix ESXiクラスターで複数のネットワークを使用するHYCUのセットアッ

プ”下

l “vSphere環境内で複数のネットワークを使用するHYCUのセットアップ”次のページ

Nutanix AHVまたはNutanix ESXiクラスターで複数のネッ

トワークを使用するHYCUのセットアップ

手順

1. Nutanix PrismWebコンソールにログオンし、さらにネットワークアダプタを追加します。

a. メニューバーで、「ホーム」をクリックし、「VM」を選択します。

b. 「テーブル」タブをクリックして「VMテーブル」ビューを表示し、次に仮想マシンのリストから、

HYCU仮想マシンを選択します。

c. 「更新」をクリックし、「ネットワークアダプタ( NIC) 」セクションにナビゲートします。

d. 「新規NICの追加」をクリックし、必要なVLANを選択して、「追加」をクリックします。

e. 「保存」をクリックします。

詳細については、Nutanixの資料を参照してください。
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2. ネットワークを構成します。これを行うには、VLANのセットアップ方法に応じて、以下のいずれかの

方法を選択します。

l VLANでIPアドレス( DHCP)管理が有効になっている

IPアドレスをNutanix PrismWebコンソールから直接割り当てます。

l VLANに有効なIPアドレス( DHCP)管理がない

ネットワークを手動で構成します。

a. HYCU Backup Controller仮想マシンへのリモートセッションを開きます。

ssh hycu@<HYCUBackupControllerIPAddress>

b. /opt/grizzly/misc/にあるifcfg-mainnetwork.templateファイルを開き、このテ

ンプレートで提供される指示に従います。必ずルートユーザーとしてまたはsudoを使用し

て、指定されたコマンドを実行してください。

新しいネットワークアダプタが適正に構成されたら、別のVLAN上にあるターゲットをHYCUに追加でき

ます。

vSphere環境内で複数のネットワークを使用するHYCU
のセットアップ

i重要このセクションに記載されている手順を実行するインターフェースとして、vSphere Web
ClientまたはvSphere Clientのどちらも使用できます。たとえば、vSphere Web Clientを使用して

いる場合は、そのために必要な実行手順が案内されます。

手順

1. vSphere Web Clientにログオンし、さらにネットワークアダプタを追加します。

a. 「VM」タブをクリックし、ご使用のHYCU Backup Controllerにナビゲートします。

b. HYCU Backup Controllerを右クリックし、「設定の編集」を選択します

c. 「新規デバイス」ドロップダウンメニューから、「ネットワーク」を選択し、「追加」をクリックします。

d. 「新規ネットワーク」ドロップダウンメニューから、必要なネットワークを選択します。

i重要仮想NICオプションにはvSphere分散スイッチ( dvSwitch)を選択しないようにし

てください。

e. 「OK」をクリックします。

詳細については、VMwareの資料を参照してください。

2. ネットワークを手動で構成します。

a. HYCU Backup Controller仮想マシンへのリモートセッションを開きます。

ssh hycu@<HYCUBackupControllerIPAddress>

b. /opt/grizzly/misc/にあるifcfg-mainnetwork.templateファイルを開き、このテンプ

レートで提供される指示に従います。必ずルートユーザーとしてまたはsudoを使用して、指

定されたコマンドを実行してください。
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新しいネットワークアダプタが適正に構成されたら、別のネットワーク上にあるターゲットをHYCUに追

加できます。

HYCU仮想ディスクのサイズの増分
HYCU Backup Controllerのディスク領域が不足している場合、必要に応じてHYCU仮想ディスクの

サイズを増やすことができます。これを実行するには、以下のいずれかのセクションの説明に従ってくだ

さい。

l “Nutanix AHVクラスターでのHYCUディスクのサイズの増分 ”下

l “Nutanix ESXiクラスターまたはvSphere環境でのHYCUディスクのサイズの増分 ”下

l “Google CloudでのHYCUディスクのサイズの増分 ”次のページ

l “Azure Government環境でのHYCUディスクのサイズの増分 ”次のページ

Nutanix AHVクラスターでのHYCUディスクのサイズの増分

Nutanix AHVクラスターのHYCUシステムディスクやデータディスクのサイズを増やすには、次の手順を

実行します。

1. Nutanix PrismWebコンソールにログオンします。

2. メニューバーで、「ホーム」をクリックし、「VM」を選択します。

3. 「テーブル」タブをクリックして、「VMテーブル」ビューを表示します。

4. 仮想マシンのリストから、ご使用のHYCU Backup Controllerを選択し、「電源オフアクション」をク

リックし、「電源オフ」をクリックしてシャットダウンします。

i重要仮想マシンが完全にシャットダウンされるまで待機します。

5. 「更新」をクリックし、以下を実行します。

a. 「ディスク」セクションにナビゲートし、サイズを増分するHYCUディスクの横の「編集」をクリック

します。

b. 「容量( GiB) 」フィールドで、ディスクのサイズを必要に応じて増やします。

c. 両方のHYCUディスクのサイズを増やす場合：残りのHYCUディスクに手順aとbを繰り返しま

す。

d. 「更新」をクリックします。

6. 「電源オン」をクリックして、HYCU Backup Controllerをオンにします。

Nutanix ESXiクラスターまたはvSphere環境でのHYCU
ディスクのサイズの増分

i重要このセクションに記載されている手順を実行するインターフェースとして、vSphere Web
ClientまたはvSphere Clientのどちらも使用できます。たとえば、vSphere Web Clientを使用して

いる場合は、そのために必要な実行手順が案内されます。
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Nutanix ESXiクラスターまたはvSphere環境内のHYCUシステムディスクやデータディスクのサイズを増

やすには、次の手順を実行します。

1. vSphere Web Clientにログオンします。

2. 「VM」タブをクリックし、ご使用のHYCU Backup Controllerにナビゲートします。

3. HYCU Backup Controllerを右クリックし、「電源」>「電源オフ」を選択してシャットダウンします。

i重要仮想マシンが完全にシャットダウンされるまで待機します。

4. HYCU Backup Controllerを右クリックし、「設定の編集」を選択します

5. 「仮想ハードウェア」タブで、「ハードディスク1」または「ハードディスク2」の一方または両方のフィー

ルドに新しい値を入力して、1つまたは両方のHYCUディスクのサイズを増やし、「OK」をクリックし

ます。

6. HYCU Backup Controllerを右クリックし、「電源」>「電源オン」を選択してオンにします。

Nutanix AHVまたはESXiクラスターでの仮想マシンの管理方法の詳細については、Nutanixの資料を

参照してください。vSphere環境での仮想マシンの管理方法の詳細については、VMwareの資料を

参照してください。

Google CloudでのHYCUディスクのサイズの増分

Google CloudのHYCUシステムディスクやデータディスクのサイズを増やすには、次の手順を実行しま

す。

1. Google Cloudコンソールにログオンします。

2. 「VMインスタンス」ページに移動します。

3. HYCU Backup Controllerを選択し、「停止」をクリックしてシャットダウンします。

4. 「ディスク」ページに移動します。

5. プロジェクトのディスクのリストから、サイズを増分するHYCUディスクを選択します。ディスクの詳細

が示されたページが表示されます。

6. 「編集」をクリックし、「容量」フィールドで、選択したディスクの新しい容量を入力します。

7. 「保存」をクリックします。

8. 「VMインスタンス」ページに移動します。

9. HYCU Backup Controllerを選択し、「開始」をクリックしてオンにします。

Azure Government環境でのHYCUディスクのサイズの増

分

Azure Government環境のHYCUシステムディスクやデータディスクのサイズを増やすには、次の手順

を実行します。

1. Azure Governmentポータルにログオンします。

2. 「仮想マシン」を選択します。

3. HYCU Backup Controllerをクリックし、「停止」をクリックしてシャットダウンします。



12データ保護環境の調整

329

4. ナビゲーションペインで、「設定」の下にある「ディスク」をクリックし、サイズを増分するHYCUディス

クをクリックします。

5. ナビゲーションペインで、「サイズ +パフォーマンス」をクリックし、HYCUディスクの新しいサイズを選

択します。

6. 「サイズ変更」をクリックします。

7. HYCU Backup Controllerに移動し、「開始」をクリックしてオンにします。

vSphereユーザーへの特権の割り当て
必要な特権をvSphere (Web) Clientを使用してvSphereユーザーに割り当てることができます。

i重要このセクションに記載されている手順を実行するインターフェースとして、vSphere Web
ClientまたはvSphere Clientのどちらも使用できます。たとえば、vSphere Web Clientを使用して

いる場合は、そのために必要な実行手順が案内されます。

手順

1. vSphere Web Clientに管理者としてログオンします。

2. 「管理」>「ロール」をクリックします。

3. 新しいロールを追加し、その名前を入力します(例：HYCU)。

4. データ保護環境に応じて、ロールに必要な権限を選択します。

Nutanix ESXiクラスター

特権カテゴリー バックアップ特権 復元特権

アップグレードおよび

HYCUインスタンス作

成特権

暗号操作 直接アクセス 直接アクセス 該当なし

Datastore データストアの参照 データストアの参照

lスペースの割り当て

l低レベルファイル操

作

Network 該当なし 該当なし ネットワークの割り当て

vApp 該当なし 該当なし インポート

仮想マシン >構

成
該当なし 該当なし

l既存のディスクの追

加

l新しいディスクの追

加

l設定の変更

lディスクの削除

仮想マシン > 該当なし 該当なし 電源オン
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特権カテゴリー バックアップ特権 復元特権

アップグレードおよび

HYCUインスタンス作

成特権

Interaction

仮想マシン >

Inventory
該当なし 該当なし

l既存から作成

l削除

仮想マシン >

Provisioning
該当なし 該当なし 仮想マシンのクローン

vSphereタグ付

け

vSphereタグの割り当

てまたは割り当て解除

vSphereタグの割り当

てまたは割り当て解除
該当なし

vSphere環境

特権カテゴリー バックアップ特権 復元特権 アップグレード特権

暗号操作 直接アクセス 該当なし 該当なし

Datastore

lデータストアの参照

l低レベルファイル操

作

lスペースの割り当て

l低レベルファイル操

作

lスペースの割り当て

l低レベルファイル操

作

Global
lメソッドの無効化

lメソッドの有効化
該当なし 該当なし

Host > Local

operations
該当なし

l仮想マシンの作成

l仮想マシンの削除

l仮想マシンの再構

成

該当なし

Network 該当なし

lネットワークの割り

当て

l構成

ネットワークの割り当て

Resource 該当なし
仮想マシンのリソース

プールへの割り当て
該当なし

vApp 該当なし 仮想マシンの追加 インポート

仮想マシン >構

成

lディスク変更追跡の

トグル

l設定の変更

すべての特権

l既存のディスクの追

加

l新しいディスクの追

加

lデバイスの追加また

は削除

l設定の変更
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特権カテゴリー バックアップ特権 復元特権 アップグレード特権

lディスクの削除

l名前変更

仮想マシン >

Interaction
電源オン

l質問への回答

lデバイスの接続

l電源オフ

l電源オン

電源オン

仮想マシン >

Inventory
該当なし

l新規作成

l登録

l削除

l登録解除

l既存から作成

l削除

仮想マシン >

Provisioning

l読み取り専用ディス

クアクセスの許可

l仮想マシンダウン

ロードの許可

lテンプレートをバック

アップする場合：テン

プレートとしてマーク

lテンプレートのバック

アップの場合：仮想

マシンとしてマーク

ディスクアクセスの許可 仮想マシンのクローン

仮想マシン >

Snapshot

management

lスナップショットの作

成

lスナップショットの削

除

スナップショットに戻す 該当なし

vSphereタグ付

け

vSphereタグの割り当

てまたは割り当て解除

vSphereタグの割り当

てまたは割り当て解除
該当なし

5. 作成したロールをvSphereユーザーに割り当てます。

詳細については、VMwareの資料を参照してください。

HYCU REST APIエクスプローラーの使用
HYCUは、外部アプリケーションがHYCU Backup Controllerと対話し、そこから情報を取得し、タスク

を自動化するために使用できるREST APIを提供します。HYCUユーザーインターフェースを通じて公

開されるすべての機能は、HYCU REST APIからも利用できます。HYCU REST APIエクスプローラー

を使用してAPIとやり取りし、各エンドポイントの予想される入力および出力形式を表示できます。

HYCU REST APIエクスプローラーにアクセスするには、次の手順に従います。
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1. 画面右上の「」をクリックし、「REST APIエクスプローラー」を選択します。HYCU REST APIエク

スプローラーが開きます。

2. 機能グループのリストで、「操作のリスト」をクリックして、優先するグループを展開できます。APIエ

ンドポイントのリストが表示されます。

3. エンドポイントのいずれかをクリックして、説明、パラメーター、および出力形式を表示します。

フィールドに入力し、「試行する」をクリックして、APIを呼び出して出力データを取得できます。

コマンドラインインターフェースの使用
HYCUコマンドラインユーザーインターフェース( hyCLI)を使用して、データ保護環境を管理することも

できます。hyCLIはHYCUWebユーザーインターフェースに相当する機能を提供し、特定のタスクを自

動化するためのスクリプトを実装できます。

hyCLIの使用を有効にするには、次の手順を実行します。

1. hycli.zipパッケージをダウンロードします。これを実行するには、画面右上の「」をクリックし、

「hyCLIをダウンロード」を選択します。

2. hycli.zipファイルを保存して、システム上の任意の場所に抽出します。

3. 抽出されたファイルを含むフォルダをPATH環境変数に追加します。

4. アカウントで2要素認証が有効になっている場合のみ。APIキーを生成します。このキーは、hyCLI

コマンドを実行するたびに入力する必要があります。詳細については、“APIキーの管理 ”ページ

322を参照してください。

n注hyCLIログファイルは、ユーザーのホームディレクトリ内の.Hycu/logにあります。抽出された

ファイルを含むディレクトリ内にあるlogging.propertiesファイルで、hyCLIのログ設定を変更で

きます。

hyCLIの詳細については、抽出されたファイルが含まれるディレクトリ内にあるREADME.txtファイルを

参照してください。

hyCLI構造、コマンド、および使用法の詳細については、hycli helpコマンドを実行してください。

プレ/ポストスクリプトの使用
プレ/ポストスクリプトを使用して、バックアップと復元が実行される前と後に必要なアクションを実行す

る場合、正常に終了した場合はスクリプトは終了コード0を返し、失敗の場合はそれ以外を返しま

す。後者の場合、データ保護操作にも下記のような影響が及びます。

l 終了コードが0よりも大きい：ジョブのステータス(およびバックアップ操作の場合はバックアップのス

テータス)は「警告」に設定され、ジョブは続行します。

l 終了コードが0よりも小さい：ジョブのステータス(およびバックアップ操作の場合はバックアップのス

テータス)は「失敗」に設定されます。

スクリプトの実行中、以下の環境変数がエクスポートされます。
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環境変数 説明

HYCU_BKPCTRL_URL HYCU Backup Controller URL

HYCU_BKPCTRL_UUID HYCU Backup Controller UUID

HYCU_VM_UUID 仮想マシンUUID

HYCU_BACKUP_UUID バックアップUUID

HYCU_JOB_UUID ジョブUUID

HYCU_TARGET_UUID ターゲットUUID

HYCU_VM_NAME 仮想マシン名a

HYCU_TARGET_NAME ターゲット名a

HYCU_TARGET_PATH ターゲット上のデータへのパス

HYCU_SUCCESS
ポストスクリプトにのみ使用できます。データ保

護操作は成功。

HYCU_PREEXEC_RETURN_CODE
ポストスクリプトにのみ使用できます。ポストスク

リプトの終了コード。

a名前にスペース文字や文字 " ' , ; & % € ( ) < > { } | ^ ` ˇが含まれる場合、それらはエクスポートの前にアンダースコアに置

き換えられます。

プレ/ポストスクリプトの指定方法の詳細については、以下のセクションを参照してください。

l “プレ/ポストバックアップスクリプトおよびプレ/ポストスナップショットスクリプトの指定”ページ108

l “個別のファイルの復元”ページ140
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HYCUManagerは、すべてのデータ保護環境をプロアクティブに監視するために必要な可視性を提

供するように設計されており、単一のコンソールから総合的なステータスを表示できます。HYCU

Managerでは、登録されたすべてのHYCUコントローラーから受け取ったデータ保護情報が1箇所に

集約されます。オンプレミス( HYCU)および以下のクラウドデータ保護環境のこの情報には簡単にア

クセスできます。

l HYCU Data Protection as a Service for AWS( HYCU for AWS)

l HYCU Data Protection as a Service for Google Cloud( HYCU for Google Cloud)

l HYCU Data Protection as a Service for Azure( HYCU for Azure)

l HYCU Protégé for Microsoft 365 and Google Workspace

データ保護環境の監視を開始する前に、以下のタスクを完了する必要があります。

タスク 説明

1. HYCUManagerモードでHYCU仮想アプラ

イアンスを展開します。
“HYCU仮想アプライアンスの展開 ”ページ18

2. HYCUコントローラーをHYCUManagerに追

加します。
“HYCUコントローラーの追加”次のページ

HYCUコントローラーの以降
「HYCUコントローラー」パネルを使用して、HYCUコントローラーの追加、編集、削除や、各コントロー

ラーに関する情報を表示できます。

「HYCUコントローラー」パネルへのアクセス

「HYCUコントローラー」パネルにアクセスするには、ナビゲーションペインで、「HYCUコントローラー」

をクリックします。

tヒントデータ保護環境に関連するデータは、「 同期」をクリックして更新できます。

第13章
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HYCUコントローラーの追加

監視対象
追加するHYCUコントロー

ラー
説明

オンプレミス( HYCU)データ保護

環境

Enterprise Cloudsコント

ローラー

“Enterprise Cloudsコントロー

ラーの追加”下

HYCU for AWSデータ保護環境 AWSコントローラー
“AWSコントローラーの追加”次

のページ

HYCU for Google Cloudデータ

保護環境
Google Cloudコントローラー

“Google Cloudコントローラーの

追加 ”次のページ

HYCU for Azureデータ保護環

境
Azureコントローラー

“Azureコントローラーの追加 ”

ページ337

HYCU Protégé for Microsoft

365 and Google Workspace

データ保護環境

Microsoft 365および

Google Workspaceコント

ローラー

“Microsoft 365およびGoogle

Workspaceコントローラーの追

加”ページ338

Enterprise Cloudsコントローラーの追加

手順

1. 「HYCUコントローラー」パネルで、「 追加」をクリックします。「コントローラーの追加」ダイアログボッ

クスが開きます。

2. Enterprise Cloudsコントローラーを選択して、「次へ」をクリックします。「コントローラーの追加」»

「Enterprise Cloudsコントローラー」ダイアログボックスが開きます。

3. HYCU Backup Controllerの名前を入力します。

4. HYCU Backup ControllerのURLを入力します。

5. 使用する認証のタイプに応じて、次のいずれかを実行します。

l Basic認証：「APIキー認証を使用する」スイッチが無効になっていることを確認し、インフラス

トラクチャグループ管理者のユーザー名とパスワードを入力します。

l APIキー認証：「APIキー認証を使用する」スイッチを有効にして、APIキーを入力します。API

キーを生成する/取り消す方法については、“APIキーの管理”ページ322を参照してください。

6. 「追加」をクリックします。

Enterprise Cloudsコントローラーを追加したら、このHYCUコントローラーから受け取った、関連する仮

想マシン、物理マシン、アプリケーション、ファイル共有、およびボリュームグループごとのデータ保護情

報を表示できます。詳細については、“エンティティデータの表示”ページ341を参照してください。
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AWSコントローラーの追加

前提条件

o HYCU Protégéライセンスを持っている必要があります。詳細については、“ライセンス”ページ273

を参照してください。

o HYCU for AWSのアクティブなサブスクリプションが必要です。詳細については、HYCU for AWSの

資料を参照してください。

手順

1. 「HYCUコントローラー」パネルで、「 追加」をクリックします。「コントローラーの追加」ダイアログボッ

クスが開きます。

2. 「AWSコントローラー」を選択して、「次へ」をクリックします。「コントローラーの追加」»「AWSコント

ローラー」ダイアログボックスが開きます。

3. HYCU for AWSにアクセスするためのユーザーアカウントの資格情報を入力します。

4. HYCU for AWSをサブスクライブしたときに受け取ったHYCUアカウント IDを入力し、「次へ」をクリッ

クします。

5. 監視するHYCU for AWS保護セットを選択します。また、「検索」フィールドに名前を入力して、

保護セットを検索することもできます。

tヒント 「 」をクリックすると、使用可能な各保護セットに含まれているすべてのAWSアカウン

トを確認できます。

6. 「追加」をクリックします。

AWSコントローラーを追加したら、それを選択して「 詳細」をクリックし、その保護セットやアカウントに

含まれているものすべてを確認できます。

Google Cloudコントローラーの追加

前提条件

o HYCU Protégéライセンスを持っている必要があります。詳細については、“ライセンス”ページ273

を参照してください。

o HYCU for Google Cloudのアクティブなサブスクリプションが必要です。詳細については、HYCU

for Google Cloudの資料を参照してください。

o クラウドアカウントをHYCUに追加する必要があります。説明については、“Google Cloudサービス

アカウントの追加”ページ262を参照してください。

o 監視する予定の保護セットに含まれるプロジェクトは、HYCU for Google Cloudをサブスクライブ

するときに選択されたGoogle Cloud請求先アカウントにリンクされている必要があります。詳細に

ついては、HYCU for Google Cloudの資料を参照してください。

考慮事項

必要なクラウドアカウントがHYCUに追加されていない場合、Google Cloudコントローラーを追加する

ためのオプションはHYCUManagerコンソールでグレー表示されます。
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手順

1. 「HYCUコントローラー」パネルで、「 追加」をクリックします。「コントローラーの追加」ダイアログボッ

クスが開きます。

2. 「Google Cloudコントローラー」を選択して、「次へ」をクリックします。「コントローラーの追加」»

「Google Cloudコントローラー」ダイアログボックスが開きます。

3. 監視するHYCU for Google Cloud保護セットを選択します。また、「検索」フィールドに名前を入

力して、保護セットを検索することもできます。

4. tヒント 「 」をクリックすると、使用可能な各保護セットに含まれているすべてのGoogle
Cloudプロジェクトを確認できます。

5. 「追加」をクリックします。

Google Cloudコントローラーを追加したら、それを選択して「 詳細」をクリックし、その保護セットやプ

ロジェクトに含まれているものすべてを確認できます。

Azureコントローラーの追加

前提条件

o HYCU Protégéライセンスを持っている必要があります。詳細については、“ライセンス”ページ273

を参照してください。

o HYCU for Azureのアクティブなサブスクリプションが必要です。詳細については、HYCU for Azure

の資料を参照してください。

o クラウドアカウントをHYCUに追加する必要があります。説明については、“Azureサービスプリンシ

パルの追加 ”ページ264を参照してください。

考慮事項

必要なクラウドアカウントがHYCUに追加されていない場合、Azureコントローラーを追加するためのオ

プションはHYCUManagerコンソールでグレー表示されます。

手順

1. 「HYCUコントローラー」パネルで、「 追加」をクリックします。「コントローラーの追加」ダイアログボッ

クスが開きます。

2. 「Azureコントローラー」を選択して、「次へ」をクリックします。「コントローラーの追加」»「Azureコン

トローラー」ダイアログボックスが開きます。

3. 監視するHYCU for Azure保護セットを選択します。また、「検索」フィールドに名前を入力して、

保護セットを検索することもできます。

4. tヒント 「 」をクリックすると、使用可能な各保護セットに含まれているすべてのAzureリソース

グループを確認できます。

5. 「追加」をクリックします。

Azureコントローラーを追加したら、それを選択して「 詳細」をクリックし、その保護セットやリソースグ

ループに含まれているものすべてを確認できます。
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Microsoft 365およびGoogle Workspaceコントローラーの追加

前提条件

HYCU Protégé for Microsoft 365 and Google Workspaceのアクティブなサブスクリプションが必要で

す。詳細については、「HYCU Protégé for Microsoft 365 and Google Workspaceクイックスタートガ

イド」を参照してください。

手順

1. 「HYCUコントローラー」パネルで、「 追加」をクリックします。「コントローラーの追加」ダイアログボッ

クスが開きます。

2. 「Microsoft 365およびGoogle Workspaceコントローラー」を選択して、「次へ」をクリックします。

「コントローラーの追加」»「Microsoft 365およびGoogle Workspaceコントローラー」ダイアログボッ

クスが開きます。

3. Microsoft 365およびGoogle Workspaceコントローラーの名前を入力します。

4. HYCU Protégé for Microsoft 365 and Google Workspace WebユーザーインターフェースのURL

を入力します。

5. HYCU Protégé for Microsoft 365 and Google Workspaceをサブスクライブしたときに受け取った

アクセストークンとリセラートークンを入力します。

6. 「追加」をクリックします。

HYCUコントローラーに関する情報の表示

追加された各HYCUコントローラーに関する特定の情報を表示できます。ただし、すべての情報が

データ保護シナリオに適用できるわけではないことに注意してください。

HYCUコントロー

ラー情報
説明

名前

HYCUコントローラーの名前

Enterprise Cloudsコントローラーは、アイコンとHYCU Backup Controllerの名

前で表されます。HYCUManagerを使用してクラウドデータ保護環境も監視

する場合は、クラウドコントローラーを表示できます。クラウドコントローラーは次

のように表されます。

l HYCU for AWS：アイコンとHYCU for AWS保護セットの名前。

l HYCU for Google Cloud：アイコンとGoogle Cloudサービスアカウントの名

前およびHYCU for Google Cloud保護セット。

l HYCU for Azure：アイコンとAzureサービスプリンシパルの名前および

HYCU for Azure保護セット。

l HYCU Protégé for Microsoft 365 and Google Workspace：

アイコンと、Microsoft 365およびGoogle Workspaceコントローラーの名

前。

https://download.hycu.com/docs/misc/documentation/EN/HYCU-for-Microsoft365-GoogleWorkspace-Quick-Guide.pdf
https://download.hycu.com/docs/misc/documentation/EN/HYCU-for-Microsoft365-GoogleWorkspace-Quick-Guide.pdf
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HYCUコントロー

ラー情報
説明

n注HYCUコントローラーの名前をクリックすると、関連するWebユーザー

インターフェースに移動します。

Microsoft 365およびGoogle Workspaceコントローラーを除くすべての

HYCUコントローラー：HYCUコントローラーの情報を表すいずれかのアイコ

ンをクリックすると、対応するすべてのアイテムがリストされた特定のパネルが

自動的に表示されます。お使いのHYCUコントローラーがEnterprise

Cloudsコントローラーの場合、これらのアイテムも選択に従ってフィルタリン

グされます。たとえば、保護されている仮想マシンの割合を示すアイコンをク

リックすると、保護されているすべての仮想マシンのみがリストされている「仮

想マシン」パネルが表示されます。

バージョン HYCU Backup ControllerのHYCUソフトウェアリリースバージョン。

ステータス HYCUコントローラーのステータス(アクティブ、一時停止、または使用不可 )

バックアップ
成功したバックアップと失敗したバックアップの正確な数と割合 (ユーザーグルー

プごとにも)。

移行 /DR対応仮

想マシン

移行 /DR準備完了仮想マシンと物理マシンの数。現在のバックアップチェーン

内のすべてのバックアップがいずれかのクラウドターゲットに保存され、最新の

バックアップ中に正常なプラットフォーム準備チェックが実行された場合、仮想マ

シンまたは物理マシンは移行 /DR対応です。

VM保護
保護されている仮想マシンと保護なしの仮想マシンの正確な数と割合 (ユー

ザーグループごとにも)。

APP protection
保護されているアプリケーションと保護なしのアプリケーションの正確な数と割合

(ユーザーグループごとにも)。

Share protection
保護されているファイル共有と保護なしのファイル共有の正確な数と割合

(ユーザーグループごとにも)。

ポリシーコンプライ

アンス
準拠と非準拠のポリシーの割合。

Target utilization ターゲットの使用済みおよび空きストレージ領域の割合。

「HYCUコントローラー」パネルに表示されたデータは、JSONまたはCSV形式でファイルにエクスポート

できます。この実行方法の詳細については、“パネルのコンテンツのエクスポート ”ページ231を参照して

ください。

HYCUコントローラーの編集

制限事項

編集できるのは、Enterprise Clouds、Microsoft 365、Google Workspaceコントローラーのみです。
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手順

1. 「HYCUコントローラー」パネルで、編集するHYCUコントローラーを選択し、「編集」をクリックしま

す。「コントローラーの編集」ダイアログボックスが開きます。

2. 選択したHYCUコントローラーを必要に応じて編集します。

3. 「保存」をクリックします。

HYCUコントローラーの削除

手順

1. 「HYCUコントローラー」パネルで、削除するHYCUコントローラーを選択し、「削除」をクリックしま

す。「コントローラーを取り外します」ダイアログボックスが開きます。

2. 「はい」をクリックして、選択したHYCUコントローラーを削除することを確認します。

HYCUManagerコンソールの使用
HYCUManagerコンソールにより、担当するすべてのデータ保護環境から収集されたデータの概要を

一目で把握できます。

「コンソール」パネルへのアクセス

「コンソール」パネルにアクセスするには、ナビゲーションペインで、「 コンソール」をクリックします。

HYCUManagerコンソールの各ウィジェット内には、データ保護環境に関連する情報が表示されま

す。ただし、すべてのウィジェットがデータ保護シナリオに適用できるわけではないことに注意してくださ

い。

コンソールウィジェット 説明

仮想マシン
データ保護環境内のすべての仮想マシンの数、および保護されている仮

想マシンと保護されていない仮想マシンの数。

アプリケーション
データ保護環境内のすべてのアプリケーションの数、および保護されてい

るアプリケーションと保護されていないアプリケーションの数。

HYCUコントローラー
データ保護環境内で使用できるおよび使用できないHYCUコントローラー

の数。

バックアップ

データ保護環境内の成功したバックアップの割合、および成功したバック

アップと移行 /DR対応バックアップの数。HYCU Protégéを採用する予定

がない場合は、移行 /DR準備完了ラベルを無視しても問題ありません。

現在のバックアップチェーン内のすべてのバックアップがいずれかのクラウド

ターゲットに保存され、最新のバックアップ中に正常なプラットフォーム準

備チェックが実行された場合、バックアップは移行 /DR対応です。

バックアップの詳細については、“仮想マシンのバックアップ”ページ111を参

照してください。
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コンソールウィジェット 説明

共有フォルダ
データ保護環境内のすべてのファイル共有の数、および保護されている

ファイル共有と保護されていないファイル共有の数。

ターゲット
データ保護環境内のすべてのターゲットの数、および空きターゲットと使用

済みターゲットの数。

ポリシー

データ保護環境内のすべてのポリシーの数と、準拠および非準拠ポリ

シーの数。このポリシーが割り当てられているすべてのエンティティがポリ

シー設定に準拠している場合、ポリシーは準拠していると見なされます。

Microsoft 365/ Google

Workspace

データ保護環境における保護ユーザー、SharePointサイト、およびグルー

プとチームの概要。ユーザーの場合、保護されているメール、OneDrive

ファイル、連絡先、カレンダーアイテム、タスクの総数も表示されます。

i重要いずれかのウィジェットの値をクリックすると、「HYCUコントローラー」パネルに移動します。

そこではクリックした値により並べ替えられるHYCUコントローラーのリストを表示できます。たとえ

ば、準拠しているポリシーの数をクリックすると、HYCUコントローラーはポリシー準拠パーセントによ

り下降順にソートされます。

エンティティデータの表示
HYCUManagerに1つ以上のEnterprise Cloudsコントローラーが追加されている場合、関連する仮

想マシン、物理マシン、アプリケーション、ファイル共有、およびボリュームグループごとに、これらの

HYCUコントローラーから受け取ったデータ保護情報を表示できます。

表示するデータ保護情報の種類に応じて、以下のいずれかのパネルにアクセスします。

l 「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックしま

す。

l 「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリッ

クします。

l 「共有フォルダ」パネルへのアクセス

「共有フォルダ」パネルにアクセスするには、ナビゲーションペインで、「 共有フォルダ」をクリックし

ます。

l 「ボリュームグループ」パネルのアクセス

「ボリュームグループ」パネルにアクセスするには、ナビゲーションペインで、「 ボリュームグループ」

をクリックします。

n注HYCUManagerは5分ごとにエンティティの自動同期を実行します。ただし、対応するパネ

ルの「 同期」をクリックして、いつでもエンティティのリストを手動で更新することもできます。
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各パネルでは、エンティティに関連するデータ保護情報を表示する以外に、次のようなことも実行でき

ます。

目的 説明

HYCUManagerから、復元ポイントを

選択するエンティティを含むHYCU

Backup ControllerのWebユーザーイン

ターフェースまで直接ナビゲートしま

す。

n注特定のWebユーザーイン

ターフェースにナビゲートすること

で、選択した復元ポイントに関連

する復元操作だけでなく、データ

保護環境で使用できる他のすべ

ての操作を実行できるようになりま

す。

優先する復元ポイントを含むHYCU Backup Controllerの

Webユーザーインターフェースに移動するには、次の手順

に従います。

1. 「仮想マシン」、「アプリケーション」、「共有フォルダ」、

または「ボリュームグループ」パネルで、その復元ポイン

トまで移動するエンティティをクリックします。画面の下

部に「詳細ビュー」が表示されます。

2. 「詳細ビュー」で、優先する復元ポイントを選択しま

す。

3. (復元ポイントまでナビゲート )をクリックします。

対応するHYCUWebユーザーインターフェースに自動的に

移動します。HYCUへのログオン方法の説明については、

“HYCUへのログオン”ページ36を参照してください。

所属するHYCUコントローラーによる

フィルタリングを含む、さまざまなタイプ

のフィルターをエンティティに適用しま

す。

HYCUコントローラーでエンティティをフィルタリングするに

は、「フィルター - メインビュー」サイドパネルのHYCUコント

ローラー名のドロップダウンメニューから、優先する

Enterprise Cloudsコントローラーを選択します。フィルタリン

グの詳細については、“データのフィルタリング”ページ224を

参照してください。

データはファイルにJSONまたはCSV形

式でエクスポートします。

この実行方法の詳細については、“パネルのコンテンツのエ

クスポート ”ページ231を参照してください。

イベントの表示
「イベント」パネルを使用して、HYCUManagerで発生したすべてのイベントを表示し、選択したイベン

トについての詳細を確認し、指定したフィルターに一致するイベントをリストし、イベントが発生したとき

に電子メール通知を送信するようにHYCUを構成し、パネルの内容をJSONまたはCSV形式のファイ

ルにエクスポートできます。

「イベント」パネルへのアクセス

「イベント」パネルにアクセスするには、ナビゲーションペインで、「イベント」をクリックします。

目的 手順

イベントを表示し、選択したイベントについての

詳細を確認します。
“HYCUイベントの管理”ページ212

イベントにフィルターを適用します。 “データのフィルタリング”ページ224
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目的 手順

イベントの発生時に通知を送信するように

HYCUを構成します。
“イベント通知の構成”ページ212

イベントデータをエクスポートします。 “パネルのコンテンツのエクスポート ”ページ231

管理タスクの実行
HYCUManagerモードでHYCU仮想アプライアンスをデプロイしたら、「 管理」メニューでさまざまな管

理タスクを実行できます。

n注HYCUManagerモードでデプロイされたHYCUを管理する手順は、HYCU Backup
ControllerモードでデプロイされたHYCUの場合と同じです。したがって、たいていの場合、同じ説

明に従うことができます。

選択した展開モードに応じて、さまざまな管理タスクのセットを使用できることに注意してください。

目的 手順

クラウドデータ保護環境を監視できるように、Azureまたは

Google Cloudアカウントを追加します。
“クラウドアカウントの追加”ページ260

HYCUManagerをIDプロバイダーと統合します。
“HYCUとIDプロバイダーの統合 ”ペー

ジ266

HYCUが予期したとおりに実行しない場合、問題をトラブ

ルシューティングするためにログファイル設定を構成します。
“ログのセットアップ”ページ277

ネットワーク設定を変更します。 “ネットワーク設定の変更”ページ279

SMTPサーバーを構成します。 “SMTPサーバーの構成”ページ290

HYCUを利用可能な新しいバージョンにアップグレードしま

す。

i重要アップグレードする前に、“ソースの追加 ”ページ

40の説明に従ってHYCUManager仮想マシンが存在

するソースが追加されていることを確認します。

“HYCUのアップグレード”ページ297

SSL証明書を構成します。 “SSL証明書の構成 ”ページ291

HYCUManagerユーザーを管理します。 “ユーザーの管理”次のページ

さらに、次の手順を実行できます。

l hyCLIを使用します。詳細については、“コマンドラインインターフェースの使用 ”ページ332を参照

してください。

l HYCU REST APIエクスプローラーを使用します。詳細については、“HYCU REST APIエクスプ

ローラーの使用 ”ページ331を参照してください。
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ユーザーの管理

「ユーザーの管理」ダイアログボックスを使用して、特定のユーザーにHYCUManagerへのアクセス権を

付与できます。ユーザーの管理には、ユーザーの作成、編集、削除、アクティブ化、または非アクティ

ブ化が含まれます。

「ユーザー管理」ダイアログボックスへのアクセス

「ユーザー管理」ダイアログボックスにアクセスするには、「 管理」メニューから、「ユーザー管理」を選

択します。

新しいユーザーの作成

手順

1. 「ユーザー管理」ダイアログボックスで、「 新規」をクリックします。

2. HYCUユーザー、ADユーザー、またはIDプロバイダーユーザーを追加する場合は、ユーザー名を

入力しします。ADグループを追加する場合は、一般名を入力します。

i重要名前を入力するときは、SAMアカウント名の制限に準拠するようにします。名前の長

さは20文字を超えてはならず、次の文字を含めることができます。"/ \ [ ] : ; | = , + * ? < >さら

に、HYCUは名前にアットマーク( @)を使用できません。

環境で必要な場合は、ad.username.filter.regex構成設定を編集することでこれらの

制限を上書きできます。ただし、これはサポートされず、認証の問題を引き起こす可能性が

あります。HYCU構成設定のカスタマイズ方法の詳細については、“HYCU構成設定のカスタ

マイズ”ページ381を参照してください。

3. 「認証タイプ」ドロップダウンメニューから、以下のいずれかの認証タイプを選択し、説明に従いま

す。

認証タイプ 説明

HYCU

a. 「言語」ドロップダウンメニューから、ユーザーが使用する言語

を選択します。

b. 「名前」フィールドで、ユーザーの表示名を入力します。

c. オプション：「Eメール」フィールドには、ユーザーの電子メールア

ドレスを入力します。

d. 「パスワード」フィールドで、ユーザーパスワードを入力します。

n注最小パスワード長は6文字です。

ADユーザー

a. 「言語」ドロップダウンメニューから、ユーザーが使用する言語

を選択します。

b. 「IDプロバイダー」ドロップダウンメニューから、ADユーザーが属

するActive Directoryを選択します。

ADグループ a. 「言語」ドロップダウンメニューから、ユーザーが使用する言語
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認証タイプ 説明

を選択します。

b. 「IDプロバイダー」ドロップダウンメニューから、ADグループが属

するActive Directoryを選択します。

IDプロバイダーユーザー

a. 「言語」ドロップダウンメニューから、ユーザーが使用する言語

を選択します。

b. 「IDプロバイダー」ドロップダウンメニューから、IDプロバイダーを

選択します。

c. 「IDプロバイダーのユーザーID」フィールドに、IDプロバイダーの

ユーザーIDを入力します。

n注 IDプロバイダーに応じて、ユーザーIDは以下のように

対応します。

l Google：ユーザーの電子メールアドレス

l Microsoft：オブジェクト ID

l Okta：ユーザーのプロファイルに移動するときのURLの

一部

l Active Directoryフェデレーションサービス：オブジェクト

GUID

詳細については、それぞれのIDプロバイダーの資料を参

照してください。

4. HYCUユーザー、ADユーザー、またはADグループを追加する場合のみ。ユーザーに対して2要素

認証を有効にする場合は、「2要素認証の有効化」スイッチを使用し、次の2要素認証方式の

いずれかを選択します。

l 時間ベースのワンタイムパスワード

このオプションを使用すると、OTPアプリケーションによって生成された時間ベースのワンタイム

パスワード( OTP)を使用できます。2要素認証が有効になった後の最初のログオン時に、

ユーザーがOTPをセットアップする必要があります。

l FIDO

このオプションを選択すると、FIDOプロトコル( FIDO認証システム)に準拠する認証システム

を使用できます。ユーザーはFIDO認証システムを登録する必要があります。詳細について

は、“FIDO認証システムの管理”ページ323を参照してください。

5. 2要素認証を有効にした場合のみ。ユーザーが2要素認証を無効にできないようにするには、必

ず「ユーザーは2要素認証を無効にできません」チェックボックスを選択します。このチェックボックス

をクリアすると、2要素認証を無効にできます。管理者ロールが設定され、インフラストラクチャグ

ループに属しているユーザーは、このオプションが設定されていても、2要素認証を無効できます。

n注ユーザーが2要素認証を無効にした場合、管理者にはセキュリティ警告が通知されま

す。
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6. 「保存」をクリックし、「閉じる」をクリックします。ユーザーはすべてのユーザーのリストに追加されま

す。

後で以下を実行できます。

l 「編集」をクリックして必要な変更を加えることで、既存のHYCUまたはIDプロバイダーのユーザー

を編集します。組み込みユーザー、ADユーザー、およびADグループは編集できないことに注意し

てください。

l 特定のユーザーのHYCUへのログオンを有効または無効にします。詳細については、“管理タスク

の実行”ページ343を参照してください。

l 「削除」をクリックして、既存のユーザーのいずれかを削除します。組み込みユーザーは削除でき

ないことに注意してください。

i重要hyCLIを使用してユーザーを作成する場合：これが自動的に行われるHYCUManagerコ
ンソールで新しいユーザーを作成するのとは異なり、hyCLIを使用する場合は、作成したユーザー

をインフラストラクチャグループに追加して、このユーザーに管理者ロールを割り当てることも必要で

す。
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Nutanix Mine with HYCUの使

用

Nutanix Mine with HYCUは唯一のハイパーコンバージドバックアップおよび復元ソリューションであり、

バックアップと復元をNutanixプラットフォームのネイティブサービスとして提供し、独立したインフラストラ

クチャを不要にします。これによりハイパーコンバージドインフラストラクチャのシンプルさを維持したま

ま、すべてのデータを完全に保護することができます。

Nutanix Mine with HYCUソリューションにより、単一のペインを使用して、プロダクションインフラストラク

チャとバックアップインフラストラクチャの両方を管理できます。Nutanix Mineストレージをターゲットとし

て導入することにより、データ保護環境を最適化できます。これにより、Nutanix Mineクラスターの有

効なストレージ容量が増加し、バックアップと復元のパフォーマンスが向上します。

タスク 説明

1. HYCUをNutanix Mineプラットフォームのサー

ビスとして登録します。
“HYCUのNutanix Prismへの登録”下

2. Nutanix Mineストレージを保護データを保

存するためのターゲットとして追加します。
“Nutanixターゲットのセットアップ”ページ63

3. 単一のペインを使用して、プロダクションイン

フラストラクチャとバックアップインフラストラク

チャの両方を管理します。

“Nutanix PrismWebコンソールからのHYCUへの

アクセス”次のページ

HYCUのNutanix Prismへの登録

前提条件

l Nutanix Mineアプライアンスを取得している。

l HYCU Backup ControllerがNutanix Mineクラスターに存在しており、そのクラスターがHYCUに

ソースとして追加されている。詳細については、“HYCUのNutanix AHVクラスターへの展開 ”ペー

ジ27と“Nutanixクラスターの追加 ”ページ40を参照してください。

l 登録手順を繰り返す場合：実行中のジョブを終了している。

第14章
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考慮事項

l Nutanix AHVクラスターに適用されるすべての説明については、Nutanix Mineクラスターにも適用

されます。

l Nutanix Mineクラスターに変更があったことを示す警告メッセージが表示された場合、HYCUを

Nutanix Prismに再度登録する必要があります。次の場合にそのようなメッセージを受け取りま

す。

o HYCU Backup ControllerのIPアドレス/ホスト名またはポートが変更された。

o Nutanix MineクラスターのAOSが新しいバージョンにアップグレードされた。

o 新しいController VMがNutanix Mineクラスターに追加された。

「ソース」ダイアログボックスへのアクセス

「ソース」ダイアログボックスにアクセスするには、「 管理」をクリックし、「ソース」を選択します。

手順

1. 「ソース」ダイアログボックスの「ハイパーバイザー」タブで、すべてのソースのリストから、Nutanix

Mineクラスターを選択します。

2. 「Prismに登録」をクリックします。

3. 「はい」をクリックして、続行を確認します。

i重要HYCUのNutanix Prismへの登録はいくらか時間がかかる場合があります。この間は

Nutanix PrismWebコンソールは使用できません。

HYCUはNutanix Prismからいつでも登録解除できます。これを行うには、それぞれのNutanix Mineク

ラスターを選択し、「Prismから登録解除」をクリックします。

Nutanix PrismWebコンソールからのHYCUへの

アクセス
HYCUのNutanix Prismへの登録を有効にしたら、Nutanix Mine with HYCUダッシュボードを表示し、

Nutanix PrismWebコンソールからHYCUWebユーザーインターフェースを直接起動することもできま

す。

手順

1. Nutanix PrismWebコンソールにログオンします。

2. 左側のドロップダウンメニューから、「HYCU」を選択します。Nutanix Mine with HYCUダッシュボー

ドが表示されます。

3. 「HYCUを起動します」をクリックします。HYCUユーザーWebインターフェースが別のタブで開き、

データ保護環境を管理できます。
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Nutanix Mine with HYCUダッシュボードの表示

Nutanix Mine with HYCUダッシュボードにより、環境内のデータ保護ステータスの概要を一目で確認

できます。この直感的なダッシュボードにより、すべてのデータ保護アクティビティを監視し、注意が必

要な箇所をすばやく特定できます。このダッシュボードは、対応するリンクをクリックするだけで目的の

データに簡単にアクセスできるため、データ保護に関連する日々のタスクの開始点として使用できま

す。

以下の表は、各ウィジェットで見つけることができる情報の種類を説明しています。

ダッシュボードウィ

ジェット
説明

VM保護ステータ

ス

データ保護環境内で保護されている仮想マシンの割合と、保護されている仮

想マシンと保護されていない仮想マシンの数。少なくとも1つの有効なバックアッ

プが利用でき、除外ポリシーが割り当てられていない場合、仮想マシンは保護

されていると見なされます。仮想および物理マシンの保護の詳細については、

“仮想マシンの保護”ページ94を参照してください。

アプリ保護ステー

タス

データ保護環境内で保護されているアプリケーションの割合と、保護されてい

るアプリケーションと保護されていないアプリケーションの数。少なくとも1つの有

効なバックアップが利用でき、除外ポリシーが割り当てられていない場合、アプ

リケーションは保護されていると見なされます。アプリケーションの保護の詳細に

ついては、“アプリケーションの保護”ページ146を参照してください。

コンプライアンス

データ保護環境内の、準拠しているポリシーの割合と、準拠および非準拠ポリ

シーの数。このポリシーが割り当てられているすべてのエンティティがRPOおよび

RTO要件に準拠している場合、ポリシーは準拠していると見なされます。ポリ

シーの詳細については、“バックアップ戦略の定義 ”ページ79を参照してくださ

い。

バックアップ 過去7日間のバックアップ成功率。

Mineストレージ

l Nutanixターゲットのリスト、またデータの保存に使用されている領域と空き

領域の量、データ圧縮率、およびデータ重複除去率に関する情報。

l Nutanix ObjectsおよびS3互換ターゲットのリストと、データを保存するため

に使用されている領域と空き領域の量に関する情報。

ターゲットの詳細については、“ターゲットのセットアップ”ページ58を参照してくだ

さい。

ターゲットの概要

データ保護環境内の( Nutanix、Nutanix Objects、およびS3互換ターゲットを

除く)すべてのターゲットのリストと、データ保存領域の使用済みまたは使用可

能な量に関する情報。ターゲットの詳細については、“ターゲットのセットアップ”

ページ58を参照してください。

HYCUコントロー

ラー

HYCU Backup Controllerが保護され、そのライセンスが有効かどうかに関する

情報、およびHYCU Backup Controllerに関するリソース情報(ストレージ、メモ
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ダッシュボードウィ

ジェット
説明

リ、vCPU)。リソース値のいずれかがクリティカル値に達した場合の対処方法の

詳細については、“HYCU仮想マシンリソースの調整”ページ244を参照してくだ

さい。

イベント

ステータス(成功、警告、失敗)に応じた過去56時間のデータ保護環境内の

イベントの数。イベントの詳細については、“HYCUイベントの管理”ページ212

を参照してください。

ジョブ

ステータス(成功、警告、失敗、進行中、待機中 )に応じた過去56時間の

データ保護環境内のジョブの数。ジョブの詳細については、“HYCUジョブの管

理”ページ210を参照してください。

tヒントダッシュボードウィジェットは、ドラッグアンドドロップで、ダッシュボードの上部に最も重要な

データが表示されるように並べ替えることができます。
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HYCU Protégé
HYCU Protégéソリューションは、さまざまなインフラストラクチャにまたがるデータ保護環境のビジネス

継続性を保証します。オンプレミスとクラウドインフラストラクチャ( AWS、Google Cloud、グローバル

Azure、またはAzure Government)間で仮想マシンを移行することにより、データの復元性を確保で

きます。オンプレミス環境で災害が発生した場合、HYCU Protégéはクラウドへのデータの災害復旧

を提供します。

ご使用のクラウド環境に応じて、以下のいずれかのセクションを参照してください。

l “オンプレミス環境とAWS環境全体でのデータの保護”下

l “オンプレミス環境とGoogle Cloud環境全体でのデータの保護 ”ページ359

l “オンプレミス環境とAzure環境全体でのデータの保護 ”ページ366

l “オンプレミス環境とAzure Government環境全体でのデータの保護”ページ374

オンプレミス環境とAWS環境全体でのデータの

保護
スピンアップ機能を使用して、保護されたデータをオンプレミス環境とAmazon Web Services( AWS)

環境間で移行することにより、HYCU Protégéはデータの復元力を保証します。災害発生時に、

AWSへのデータの災害復旧を提供します。

実行内容に応じて、以下のいずれかを参照してください。

目的 説明

オンプレミス環境とAWS環境全体で保護された

データを移行します。

“異なる環境間での仮想マシンの移行”次の

ページ

AWSへの災害復旧を実行します。
“AWSへのデータの災害復旧の実行 ”ページ

357

前提条件

l HYCU for AWSのアクティブなサブスクリプションが必要です。説明については、HYCU for AWSの

資料を参照してください。

l AWSユーザーアカウントをHYCUに追加する必要があります。説明については、“AWSユーザーア

カウントの追加”ページ261を参照してください。

第15章
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l HYCU Protégéライセンスを持っている必要があります。詳細については、“ライセンス”ページ273

を参照してください。

異なる環境間での仮想マシンの移行

オンプレミス環境とAWS環境全体で、保護されたデータを以下のように移行できます。

l “クラウドへのデータの移行 ”下

l “クラウドからのデータの移行”ページ355

クラウドへのデータの移行

HYCUスピンアップ機能を使用して、仮想マシンと物理マシン、およびそれらで実行されているアプリ

ケーションをクラウドに移行できます。アプリケーションを移行すると、このアプリケーションが実行されて

いる仮想マシン全体がクラウドに移行されることに注意してください。

n注仮想マシンデータの保護についての説明は、特に断りのない限り、物理マシンにも適用さ

れます。

前提条件

l 移行する仮想マシンと移行するアプリケーションを含む仮想マシンは保護されており、バックアップ

中にプラットフォーム準備チェックが正常に実行される必要があります。詳細については、“HYCU

Protégéの詳細 ”ページ103を参照してください。

l HYCU for AWSWebユーザーインターフェースで、AWSユーザーアカウントにサブスクリプションのコ

ンテキストで管理者ロールが付与されていることを確認します。

l Windows仮想マシンの場合：AWSで、必要な権限がVMインポート /エクスポートのIAMポリシー

で指定されている必要があります。サンプルポリシーでは、mys3bucket、disk-image-file-

bucket、export-bucketの代わりに必ずhycu-tmpを使用します。VMインポート /エクスポート

の必要な権限を指定する方法の説明については、AWSの資料を参照してください。

制限事項

l 復元ポイントにスナップショット層のみが含まれている場合、それをデータの移行に使用することは

できません。

l Nutanixクラスターの場合：ボリュームグループは移行できません。

l vSphere環境の場合：

o 仮想マシンテンプレートは移行できません。

o スナップショットからのデータの移行はサポートしていません。

考慮事項

選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデータの

コピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されているた

め)がある層が含まれている場合、データを移行するためにこの層を使用することはできません。

仮想マシンまたはアプリケーションデータをクラウドに移行するかどうかに応じて、次のいずれかのパネル

にアクセスします。
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l 「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックしま

す。

l 「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリッ

クします。

手順

1. 「仮想マシン」または「アプリケーション」パネルで、移行するエンティティを選択します。

2. 画面の下部に表示される「詳細ビュー」で、移行に使用する仮想マシンまたはアプリケーションの

復元ポイントを選択します。

n注「詳細ビュー」は、エンティティをクリックした場合にのみ表示されます。エンティティの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「クラウドへのVMスピンアップ」をクリックします。「クラウドへのVMスピンアップ」ダイアログボックスが

開きます。

4. 「AWSへのVMのスピンアップ」を選択し、「次へ」をクリックします。「AWSへのVMのスピンアップ」ダ

イアログボックスが開きます。

5. 「AWSユーザーアカウント」ドロップダウンメニューから、AWSユーザーアカウントを選択します。

n注既定では、選択したAWSユーザーアカウントが属し、エンティティの移行先になるAWS
アカウントが表示されます。

6. 「リージョン」ドロップダウンメニューから、エンティティの移行先とするAWSリージョンを選択します。

7. 「アベイラビリティゾーン」ドロップダウンメニューから、選択したAWSリージョン内の優先アベイラビリ

ティゾーンを選択し、「次へ」をクリックします。「VM設定」ダイアログボックスが開きます。

8. 「スピンアップ元」ドロップダウンメニューから、移行に使用する層を選択します。復元ポイントには1

つ以上の層を含めることができ、その中から以下を選択できます。

l 自動：クラウドへの最速でのデータの移行が保証されます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

9. 「新しいVM名」フィールドで、移行された仮想マシンインスタンスの名前を入力します。

i重要移行した仮想マシンのインスタンス名が一意であることを確認します。

10. 「vCPUコア」フィールドに、移行した仮想マシンインスタンスの仮想CPU数に、仮想CPUあたりの

コア数を掛けた数を入力します。指定できるvCPUコアの最大数は1024です。

11. 「メモリ」フィールドで、移行した仮想マシンインスタンスのメモリ量 ( GiB単位)を設定します。指定

する値は整数でなければならず、4096を超えることはできません。既定値は、元の仮想マシンの

GiB単位のメモリ量です。
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12. 「仮想マシンタイプ」ドロップダウンメニューから、移行する仮想マシンインスタンスのマシンタイプを

選択します。

n注リストには、指定した仮想CPU数とメモリ量に一致する仮想マシンタイプと、クラウドに

移行する仮想マシンのブートタイプ( BIOSまたはUEFI)が表示されます。指定した値に正確

に対応する仮想マシンタイプがない場合は、最も近いものが表示されます。

13. 「ネットワークインターフェース」で、以下を実行します。

a. 「ネットワークインターフェースの追加」をクリックします。「ネットワークインターフェースの追加」

ダイアログボックスが開きます。

b. 「サブネット」ドロップダウンメニューから、サブネットを選択します。

c. 「セキュリティグループ」ドロップダウンメニューから、AWSセキュリティグループを選択します。

d. 「パブリックアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアドレスを選

択します。次のオプションから選択できます。

オプション 説明

なし ネットワークインターフェースはパブリックIPアドレスを使用しません。

自動割り当て

ネットワークインターフェースは自動的に割り当てられたパブリックIPアドレ

スを使用します。

n注サブネット上のパブリックIPv4アドレスの自動割り当てオプショ

ンがNoに設定されている場合、または複数のネットワークインター

フェースが指定されている場合、自動割り当ては機能しません。

エラスティックIP

(予約済み)

ネットワークインターフェースは、あらかじめAmazon EC2で予約されたエ

ラスティックパブリックIPアドレスを使用します。

エラスティックIP

(新規)

ネットワークインターフェースは新しいエラスティックパブリックIPアドレスを

使用します。

n注Amazon EC2でのIPアドレスの割り当ては、移行の開始時に

実行されます。割り当てに失敗した場合、移行タスクはログに記録

されずに終了します。

e. 「プライベートアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート IPアドレ

スを選択します。次のオプションから選択できます。

オプション 説明

自動割り当て
ネットワークインターフェースは自動的に割り当てられたプライベート IPア

ドレスを使用します。

カスタム

ネットワークインターフェースは、ユーザーが定義したプライベート IPアドレ

スを使用します。

i重要このオプションを使用すると、IPアドレスが競合する可能性
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があります。

f. 「追加」をクリックします。

既存のネットワークインターフェースはいずれも編集することができます( 「編集」をクリックして必

要な変更を行います)。または不要になったものは削除できます( 「削除」をクリックします)。ネッ

トワークインターフェースがないと仮想マシンを移行できないことに注意してください。

14. 仮想マシンのオペレーティングシステムがまだ検出されていない場合のみ。仮想マシンのオペレー

ティングシステムを選択します。

l Linux

l Windows

15. 「オペレーティングシステムのライセンス」で、以下のいずれかのオプションを選択します。

OSライセンスオプション 次の場合にこのオプションを選択

既存のライセンスの維持

移行した仮想マシンインスタンスの既存のOSライセンス

を維持します。

i重要既存のライセンスがAWSでも適用されるこ

とを確認してください。

Windows Server OSにのみ使用で

きます。既存のライセンスをAWSライ

センスに置き換える

移行した仮想マシンインスタンスで、既存のOSライセン

スをAWSライセンスに置き換えます。

16. 仮想ディスクが(手動または自動で)バックアップから除外されている場合のみ：サイズと構成が同

じ空のディスクを除外したディスクとして作成し、移行した仮想マシンにアタッチする場合は、「除

外ディスクを空ディスクとして作成」スイッチを使用します。

17. 「スピンアップ」をクリックします。

クラウドへの移行ジョブが開始されます。正常に完了すると、移行された仮想マシンインスタンスを

HYCU for AWSの「インスタンス」パネルで確認できます。詳細については、HYCU for AWSの資料を

参照してください。

クラウドへのデータの移行後

l Windows仮想マシンの場合：移行した仮想マシンインスタンスで既存のOSライセンスを維持する

ことを決定した場合は、Windowsライセンスを再アクティブ化します。

l HYCU for AWSを使用して、移行した仮想マシンインスタンスの保護を有効にします。詳細につ

いては、HYCU for AWSの資料を参照してください。

クラウドからのデータの移行

HYCUスピンアップ機能を使用して、クラウドから仮想マシンインスタンスを移行できます。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。
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手順

1. 「仮想マシン」パネルで、「クラウドからのVMスピンアップ」をクリックします。「クラウドからのVMスピ

ンアップ」ダイアログボックスが開きます。

2. 「AWSからのVMのスピンアップ」を選択し、「次へ」をクリックします。「AWSからのVMスピンアップ」

ダイアログボックスが開きます。

3. 「AWSユーザーアカウント」ドロップダウンメニューから、AWSユーザーアカウントを選択します。

n注既定では、選択したAWSユーザーアカウントが属し、仮想マシンインスタンスの移行元

になるAWSアカウントが表示されます。

4. 「仮想マシン」ドロップダウンメニューから、移行する仮想マシンインスタンスを選択します。

5. 「チェックポイント」ドロップダウンメニューから、仮想マシンインスタンスデータの移行元のチェックポイ

ントを選択します。

6. 「次へ」をクリックします。「VM設定」ダイアログボックスが開きます。

7. 「ストレージコンテナ」ドロップダウンメニューから、仮想マシンインスタンスを移行する場所を選択し

ます。

8. 「新しいVM名」フィールドで、移行する仮想マシンの名前を入力します。

9. 移行する仮想マシンインスタンスがオンプレミス環境で作成後にクラウドに移行され、それからオン

プレミス環境に移行して戻す場合のみ。移行された仮想マシンをオンプレミス環境のときと同じ

仮想マシン設定にする場合は、「元のオンプレミス設定を保持する」オプションを有効にして、手

順13に進みます。

それ以外の場合は、「元のオンプレミス設定を保持する」オプションを無効のままにして、次の手

順に進みます。

10. 移行された仮想マシンに以下の値を指定します。

値 説明

vCPU(s) 仮想CPUの数。指定できる最大数は1024です。

vCPUあたりのコア数 仮想CPUあたりのコアの数。指定できる最大数は64です。

メモリ
メモリ量 ( GiB単位 )。指定する値は整数でなければならず、4096を

超えることはできません。

n注既定値は、オンプレミスまたはクラウドのいずれかの、仮想マシンが作成された環境に

あった仮想マシンの値です。

11. 「ネットワークアダプタ」で、データ保護の要件に応じて、以下のいずれかを実行します。

l 1つ以上のネットワークアダプタを追加します。

a. 「ネットワークアダプタを追加」をクリックします。「新しいネットワークアダプタ」ダイアログボッ

クスが開きます。

b. 「ネットワーク」ドロップダウンメニューから、ネットワークを選択します。

c. 「保存」をクリックします。
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l 既存のネットワークアダプタを編集して、仮想マシンを別のネットワークに接続します。これを

実行するには、ネットワークアダプタを選択し、「編集」をクリックし、必要な変更を行いま

す。

l 既存のいずれかのネットワークアダプタを選択し、「削除」をクリックして削除します。既存の

ネットワークアダプタをすべて削除すると、仮想マシンはネットワーク接続なしで移行されま

す。

12. 移行した仮想マシンを移行後にオンにする場合は、「仮想マシンの電源をオンにします」スイッチ

を使用します。

13. 「スピンアップ」をクリックします。

クラウドからの移行ジョブが開始されます。正常に終了すると、移行された仮想マシンを「仮想マシ

ン」パネルに表示できます。

クラウドからのデータの移行後

l Nutanix AHVクラスター上の仮想マシンの場合：仮想マシンに最新バージョンのNGTがインストー

ルされていることを確認します。説明については、Nutanixの資料を参照してください。

l Nutanix ESXiクラスターの仮想マシンの場合：最新バージョンのVMware ToolsとNGTがクライア

ント仮想マシンにインストールされていることを確認します。説明については、NutanixとVMwareの

資料を参照してください。

l vSphere環境の仮想マシンの場合：最新バージョンのVMware Toolsが仮想マシンにインストール

されていることを確認します。説明については、VMwareの資料を参照してください。

l Linux仮想マシンの場合：Nutanix ESXiクラスターまたはvSphere環境の仮想マシンが起動しな

い場合は、コントローラータイプをSCSIからSATAに変更し、必要なSCSIドライバーをインストー

ルしてSCSIに切り替えます。

l Windows仮想マシンの場合：Windowsライセンスを再アクティブ化します。

l ネットワーク接続なしで仮想マシンを移行した場合のみ。仮想マシンで必ずネットワーク設定を

構成します。

l 移行したデータの保護を有効にします。この実行方法の詳細については、“仮想マシンの保護 ”

ページ94および“アプリケーションの保護 ”ページ146を参照してください。

AWSへのデータの災害復旧の実行

災害発生時に、オンプレミス環境からAWSにデータの災害復旧を実行できます。

前提条件

l AWSのHYCU仮想アプライアンスイメージがあることが必要です。イメージを取得するには、AWS

マーケットプレイスで、AMIカタログを参照して、次のAmazonマシンイメージ( AMI)を探します。

イメージ名

イメージ名は以下の形式で表されます。

hycu-<Version>-<Revision>

例：hycu-4.8.0-3634
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所有者
所有者は以下のAWSアカウント IDで表されます。

787223699828

説明については、AWSの資料を参照してください。

l 移行する仮想マシンと、移行するアプリケーションがある仮想マシンが保護されており、移行 /DR

準備完了ステータスである必要があります。詳細については、“HYCU Protégéの詳細”ページ

103を参照してください。

考慮事項

l HYCU Backup ControllerがAWSに展開されている場合、ネットワーク設定の変更はHYCUで禁

止されます。

l インポートしたターゲットが、仮想マシンを移行する予定のリージョンにあることを確認します。これ

により災害復旧プロセスを、可能な限り迅速に、かつコスト効率よく行うことができます。

l HYCU Backup Controllerを展開した後に、それを災害復旧の実行に使用するためには、

HYCU Backup Controllerを保持しておくと、将来の災害復旧に備えることができます。ただし、

HYCUをアップグレードするたびに、新しいHYCU Backup Controllerを展開し、クラウドへのデータ

の災害復旧を実行できるようにする必要があります。

手順

1. HYCU Backup Controllerをデプロイします。これを実行するには、HYCU仮想アプライアンスイ

メージをAWS AMIカタログで選択し、「AMIでインスタンスを起動」をクリックします。説明について

は、AWSの資料を参照してください。

2. AWSで、HYCU Backup Controllerが属するサブネットワーク全体からのTCPポート8443経由の

入力ネットワークトラフィックを許可する新しいファイアウォールルールを作成します。説明について

は、AWSの資料を参照してください。

3. 以下のURLを指定してHYCUWebユーザーインターフェースにログオンします。

https://<IPAddress>:8443

この場合、<IPAddress>は新しく展開されたHYCU Backup Controllerの外部 IPアドレスです。

i重要仮想マシンインスタンス作成時にAWSで指定した資格情報を使用してHYCUにログ

インし、AWSへのデータの災害復旧を実行することはできません。SSHを使用してHYCUにロ

グインまたはHYCU Backup Controllerにアクセスするために使用できる資格情報の詳細につ

いては、“HYCUへのログオン”ページ36または“SSHを使用したHYCU Backup Controller仮

想マシンへのアクセス”ページ318を参照してください。

4. AWSユーザーアカウントを追加します。説明については、“AWSユーザーアカウントの追加 ”ページ

261を参照してください。

5. バックアップデータが保存されているAWSターゲットをHYCUにインポートします。

a. 「ターゲット」パネルで、「インポート」をクリックします。「ターゲットのインポート」ダイアログボッ

クスが開きます。

b. 「タイプ」ドロップダウンメニューから、「AWS/S3 Compatible」を選択します
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c. 「サービスエンドポイント」フィールドで、サービスエンドポイントURLを入力します。

d. 「バケット名」フィールドで、元のターゲット構成で指定されていたAmazon S3バケット名を入

力します。

e. 「アクセスキーID」フィールドで、AWSユーザーアカウントのアクセスキーIDを入力します。

f. 「シークレットアクセスキー」で、AWSユーザーアカウントのシークレットアクセスキーを入力しま

す。

g. HYCUがパススタイルURL( https://s3.amazonaws.com/<BucketName>)を使用してバ

ケットにアクセスする場合は、「パススタイルアクセス」スイッチを有効にします。HYCUは、既

定では仮想ホストスタイルURL( https://<BucketName>.s3.amazonaws.com)を使用

します。

h. 「次へ」をクリックします。「バックアップカタログのインポート」ダイアログボックスが開きます。

i. バックアップデータをインポートするHYCU Backup Controllerを選択し、「次へ」をクリックしま

す。

j. 「複数のターゲット」ダイアログボックスに、バックアップデータを格納する1つ以上のターゲットが

表示されます。追加のターゲットが見つかった場合は、それらを1つずつ選択して、元のター

ゲット構成と一致するように値を指定します。ターゲットごとに、「検証」をクリックして構成を

確認します。

k. すべてのターゲットを検証したら、「インポート」をクリックします。

6. 仮想マシンまたはアプリケーションをクラウドに移行します。説明については、“クラウドへのデータの

移行 ”ページ352を参照してください。

オンプレミス環境とGoogle Cloud環境全体での

データの保護
スピンアップ機能を使用して、保護されたデータをオンプレミス環境とGoogle Cloud環境間で移行す

ることにより、HYCU Protégéはデータの復元力を保証します。災害発生時に、Google Cloudへの

データの災害復旧を提供します。

実行内容に応じて、以下のいずれかを参照してください。

目的 説明

オンプレミス環境とGoogle Cloud環境全体で保

護されたデータを移行します。

“異なる環境間での仮想マシンの移行”次の

ページ

Google Cloudへの災害復旧を実行します。
“Google Cloudへのデータの災害復旧の実行”

ページ365

前提条件

l HYCU for Google Cloudのアクティブなサブスクリプションがある。説明については、HYCU for

Google Cloudの資料を参照してください。
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l Google CloudサービスアカウントがHYCUに追加されている。説明については、“Google Cloud

サービスアカウントの追加”ページ262を参照してください。

l HYCU Protégéライセンスを持っている必要があります。詳細については、“ライセンス”ページ273

を参照してください。

異なる環境間での仮想マシンの移行

オンプレミス環境とGoogle Cloud環境全体で保護されたデータを移行できます。

l “クラウドへのデータの移行 ”下

l “クラウドからのデータの移行”ページ363

クラウドへのデータの移行

HYCUスピンアップ機能を使用して、仮想マシンと物理マシン、およびそれらで実行されているアプリ

ケーションをクラウドに移行できます。アプリケーションを移行すると、このアプリケーションが実行されて

いる仮想マシン全体がクラウドに移行されることに注意してください。

n注仮想マシンデータの保護についての説明は、特に断りのない限り、物理マシンにも適用さ

れます。

前提条件

移行する仮想マシンと移行するアプリケーションを含む仮想マシンは保護されており、バックアップ中に

プラットフォーム準備チェックが正常に実行される必要があります。詳細については、“HYCU Protégé

の詳細”ページ103を参照してください。

制限事項

l 復元ポイントにスナップショット層のみが含まれている場合、それをデータの移行に使用することは

できません。

l Nutanixクラスターの場合：ボリュームグループは移行できません。

l vSphere環境の場合：

o 仮想マシンテンプレートは移行できません。

o スナップショットからのデータの移行はサポートしていません。

考慮事項

選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデータの

コピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されているた

め)がある層が含まれている場合、データを移行するためにこの層を使用することはできません。

仮想マシンまたはアプリケーションデータをクラウドに移行するかどうかに応じて、次のいずれかのパネル

にアクセスします。

l 「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックしま

す。
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l 「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリッ

クします。

手順

1. 「仮想マシン」または「アプリケーション」パネルで、移行するエンティティを選択します。

2. 画面の下部に表示される「詳細ビュー」で、移行に使用する仮想マシンまたはアプリケーションの

復元ポイントを選択します。

n注「詳細ビュー」は、エンティティをクリックした場合にのみ表示されます。エンティティの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「クラウドへのVMスピンアップ」をクリックします。「クラウドへのVMスピンアップ」ダイアログボックスが

開きます。

4. 「Google CloudへのVMスピンアップ」を選択し、「次へ」をクリックします。「Google CloudへのVM

のスピンアップ」ダイアログボックスが表示されます。

5. 「クラウドアカウント」ドロップダウンメニューから、仮想マシンを移行するプロジェクトがリンクされてい

るGoogle Cloudサービスアカウントを選択します。

6. 「プロジェクト」、「ターゲットリージョン」および「ターゲットゾーン」ドロップダウンメニューから必要な値

を選択し、「次へ」をクリックします。「VM設定」ダイアログボックスが開きます。

7. 「スピンアップ元」ドロップダウンメニューから、移行に使用する層を選択します。復元ポイントには1

つ以上の層を含めることができ、その中から以下を選択できます。

l 自動：クラウドへの最速でのデータの移行が保証されます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

8. 「新しいVM名」フィールドで、移行された仮想マシンインスタンスの名前を入力します。

i重要移行した仮想マシンのインスタンス名が一意であることを確認します。

9. 「vCPUコア」フィールドに、移行した仮想マシンの仮想CPU数に仮想CPUあたりのコア数を掛け

た数を入力します。指定できるvCPUコアの最大数は96です。

10. 「メモリ」フィールドで、移行した仮想マシンインスタンスのメモリ量 ( GiB単位)を設定します。指定

する値は整数でなければならず、4096を超えることはできません。既定値は、元の仮想マシンの

GiB単位のメモリ量です。

11. 「仮想マシンタイプ」ドロップダウンメニューから、移行する仮想マシンインスタンスのマシンタイプを

選択します。

n注リストには、指定した仮想CPU数とメモリ量に一致する仮想マシンタイプと、クラウドに

移行する仮想マシンのブートタイプ( BIOSまたはUEFI)が表示されます。そのような一致が存

在しない場合は、カスタムマシンタイプを選択できます。これらのマシンタイプの詳細について

は、Google Cloudの資料を参照してください。
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12. 「ネットワークインターフェース」の下に既定のネットワークインターフェースが表示され、(選択したプ

ロジェクトとリージョンに基づいて)どのネットワークに割り当てられているかを確認できます。必要で

あれば、ネットワーク設定も変更できます。

ネットワーク設定の変更

データ保護の要件に応じて、既定のネットワークインターフェースをそのまま使用するか、以下の

いずれかを実行できます。

l 新しいネットワークインターフェースを追加します。

a. 「ネットワークインターフェースの追加」をクリックします。「ネットワークインターフェースの

追加」ダイアログボックスが開きます。

b. 「ターゲットネットワーク」ドロップダウンメニューから、移行する仮想マシンインスタンスを

追加するネットワークを選択します。選択したプロジェクトで構成されているネットワー

クと、クラウドアカウントがアクセスできるその他のネットワークの中から選択できます。

c. ネットワークインターフェースの外部アドレスタイプを選択し、必要に応じて、優先する

外部 IPアドレスリソースの名前を選択します。詳細については、HYCU for Google

Cloudの資料を参照してください。

d. ネットワークインターフェースの内部アドレスタイプを選択し、必要であれば、アドレスタ

イプに応じて以下のいずれかを実行します。

o 「内部アドレス」フィールドに、優先するIPアドレスを入力します。

o 「内部アドレス」ドロップダウンメニューから、優先する内部 IPアドレスリソースの名

前を選択します。

詳細については、HYCU for Google Cloudの資料を参照してください。

e. 「保存」をクリックします。

l 既存のネットワークインターフェースの別のネットワークを選択し、「編集」をクリックして、必

要な変更を加えます。

l 既存のネットワークインターフェースを選択し、「削除」をクリックして削除します。

13. 仮想マシンのオペレーティングシステムがまだ検出されていない場合のみ。仮想マシンのオペレー

ティングシステムを選択します。

l Linux

l Windows

14. 仮想ディスクが(手動または自動で)バックアップから除外されている場合のみ：サイズと構成が同

じ空のディスクを除外したディスクとして作成し、移行した仮想マシンにアタッチする場合は、「除

外ディスクを空ディスクとして作成」スイッチを使用します。

15. 「スピンアップ」をクリックします。

クラウドへの移行ジョブが開始されます。正常に完了すると、移行された仮想マシンインスタンスを

HYCU for Google Cloudの「インスタンス」パネルで確認できます。詳細については、HYCU for

Google Cloudの資料を参照してください。
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クラウドへのデータの移行後

l 仮想マシンにGoogle Compute Engineゲスト環境をインストールします。

l Windows仮想マシンの場合：Windowsライセンスを再アクティブ化します。

l HYCU for Google Cloudを使用して、移行した仮想マシンの保護を有効にします。詳細につい

ては、HYCU for Google Cloudの資料を参照してください。

クラウドからのデータの移行

HYCUスピンアップ機能を使用して、クラウドから仮想マシンインスタンスを移行できます。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、「クラウドからのVMスピンアップ」をクリックします。「クラウドからのVMスピ

ンアップ」ダイアログボックスが表示されます。

2. 「Google CloudからのVMスピンアップ」を選択し、「次へ」をクリックします。「Google Cloudからの

VMスピンアップ」ダイアログボックスが開きます。

3. 「クラウドアカウント」ドロップダウンメニューから、移行する仮想マシンインスタンスを含むプロジェク

トをリンクするGoogle Cloudサービスアカウントを選択します。

4. 「プロジェクト」ドロップダウンメニューから、移行する仮想マシンインスタンスが属するGoogle Cloud

プロジェクトを選択します。

5. 「仮想マシン」ドロップダウンメニューから、移行する仮想マシンインスタンスを選択します。

6. 「チェックポイント」ドロップダウンメニューから、仮想マシンインスタンスデータの移行元のチェックポイ

ントを選択します。

7. 「次へ」をクリックします。「VM設定」ダイアログボックスが開きます。

8. 「ストレージコンテナ」ドロップダウンメニューから、仮想マシンインスタンスを移行する場所を選択し

ます。

9. 「新しいVM名」フィールドで、移行する仮想マシンの名前を入力します。

10. 移行する仮想マシンインスタンスがオンプレミス環境で作成後にクラウドに移行され、それからオン

プレミス環境に移行して戻す場合のみ。移行された仮想マシンをオンプレミス環境のときと同じ

仮想マシン設定にする場合は、「元のオンプレミス設定を保持する」オプションを有効にして、手

順13に進みます。

それ以外の場合は、「元のオンプレミス設定を保持する」オプションを無効のままにして、次の手

順に進みます。

11. 移行された仮想マシンに以下の値を指定します。

l 仮想CPUの数：指定できる最大数は1024です。

l 仮想CPUあたりのコアの数：指定できる最大数は64です。

l メモリ量 ( GiB単位 ) ：指定する値は整数でなければならず、4096を超えることはできません。
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n注既定値は、オンプレミスまたはクラウドのいずれかの、仮想マシンが作成された環境に

あった仮想マシンの値です。

12. 「ネットワークアダプタ」で、データ保護の要件に応じて、以下のいずれかを実行します。

l 1つ以上のネットワークアダプタを追加します。

a. 「ネットワークアダプタを追加」をクリックします。「新しいネットワークアダプタ」ダイアログボッ

クスが開きます。

b. 「ネットワーク」ドロップダウンメニューから、仮想アダプタのネットワークを選択します。

c. 「保存」をクリックします。

l 既存のネットワークアダプタを編集して、仮想マシンを別のネットワークに接続します。これを

実行するには、ネットワークアダプタを選択し、「編集」をクリックし、必要な変更を行いま

す。

l 既存のいずれかのネットワークアダプタを選択し、「削除」をクリックして削除します。既存の

ネットワークアダプタをすべて削除すると、仮想マシンはネットワーク接続なしで移行されま

す。

13. 移行した仮想マシンを移行後にオンにする場合は、「仮想マシンの電源をオンにします」スイッチ

を使用します。

14. 「スピンアップ」をクリックします。

クラウドからの移行ジョブが開始されます。正常に終了すると、移行された仮想マシンを「仮想マシ

ン」パネルに表示できます。

クラウドからのデータの移行後

l 仮想マシンからGoogle Compute Engineゲスト環境を削除します。

l Nutanix AHVクラスター上の仮想マシンの場合：仮想マシンに最新バージョンのNGTがインストー

ルされていることを確認します。この実行方法の詳細については、Nutanixの資料を参照してくだ

さい。

l Nutanix ESXiクラスターの仮想マシンの場合：最新バージョンのVMware ToolsとNGTがクライア

ント仮想マシンにインストールされていることを確認します。この実行方法の詳細については、

NutanixおよびVMwareの文書を参照してください。

l vSphere環境の仮想マシンの場合：最新バージョンのVMware Toolsが仮想マシンにインストール

されていることを確認します。この実行方法の詳細については、VMwareの資料を参照してくださ

い。

l Linux仮想マシンの場合：Nutanix ESXiクラスターまたはvSphere環境の仮想マシンが起動しな

い場合は、コントローラータイプをSCSIからSATAに変更し、必要なSCSIドライバーをインストー

ルしてSCSIに切り替えます。

l Windows仮想マシンの場合：Windowsライセンスを再アクティブ化します。

l ネットワーク接続なしで仮想マシンを移行した場合のみ。仮想マシンで必ずネットワーク設定を

構成します。

l 移行したデータの保護を有効にします。この実行方法の詳細については、“仮想マシンの保護 ”

ページ94および“アプリケーションの保護 ”ページ146を参照してください。
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Google Cloudへのデータの災害復旧の実行

災害発生時に、オンプレミス環境からGoogle Cloudにデータの災害復旧を実行できます。

前提条件

l 次の許可を持つGoogleアカウントを持っている。

o 新しいHYCU Backup Controllerを展開するGoogle CloudプロジェクトのGoogle Cloud

Storageバケットにアクセスする。

o 新しいGoogle Cloudを展開するHYCU Backup ControllerプロジェクトにGoogle Compute

Engine仮想マシンインスタンスを展開する。

o 新しいHYCU Backup Controllerの展開を予定しているGoogle Cloudネットワークでファイア

ウォールルールをセットアップする。

l 移行する仮想マシンと、移行するアプリケーションがある仮想マシンが保護されており、移行 /DR

準備完了ステータスである必要があります。詳細については、“HYCU Protégéの詳細”ページ

103を参照してください。

考慮事項

l HYCU Backup ControllerがGoogle Cloudに展開されている場合、ネットワーク設定の変更は

HYCUで禁止されます。

l インポートしたターゲットが、仮想マシンを移行する予定のリージョンにあることを確認します。これ

により災害復旧プロセスを、可能な限り迅速に、かつコスト効率よく行うことができます。

l HYCU Backup Controllerを展開した後に、それを災害復旧の実行に使用するためには、

HYCU Backup Controllerを保持しておくと、将来の災害復旧に備えることができます。ただし、

HYCUをアップグレードするたびに、新しいHYCU Backup Controllerを展開し、クラウドへのデータ

の災害復旧を実行できるようにする必要があります。

手順

1. HYCU for Google Cloud Webユーザーインターフェースを使用してHYCU Backup Controllerを

展開します。この実行方法の詳細については、HYCU for Google Cloudの資料を参照してくださ

い。

2. Google Cloudでは、VPCネットワークペインのファイアウォールルールコンテキストで、HYCU

Backup Controllerが属するサブネットワーク全体からのTCPポート8443を介した入力ネットワーク

トラフィックを許可する、新しいファイアウォールルールを作成します。この実行方法の詳細につい

ては、Google Cloudの資料を参照してください。

3. 以下のURLを指定してHYCUWebユーザーインターフェースにログオンします。

https://<IPAddress>:8443

この場合、<IPAddress>は新しく展開されたHYCU Backup Controllerの外部 IPアドレスです。

4. 保護された仮想マシンのバックアップデータが保存されているGoogle Cloud Storageバケットにア

クセスする許可を持つGoogle Cloudサービスアカウントを追加します。この実行方法の詳細につ

いては、“Google Cloudサービスアカウントの追加”ページ262を参照してください。
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5. バックアップデータを含むGoogle Cloudターゲットをインポートします。

a. 「ターゲット」パネルで、「インポート」をクリックします。「ターゲットのインポート」ダイアログボッ

クスが開きます。

b. 「バケット名」フィールドで、元のターゲット構成で指定されていた名前を入力します。

c. 「クラウドアカウント」ドロップダウンリストから、インポートされたGoogle Cloudサービスアカウン

トを選択し、「次へ」をクリックします。

d. ターゲット名をクリックして選択を確認し、「次へ」をクリックします。

e. 「複数のターゲット」ダイアログボックスに、バックアップデータを格納する1つ以上のターゲットが

表示されます。追加のターゲットが見つかった場合は、それらを1つずつ選択して、元のター

ゲット構成と一致するように値を指定します。ターゲットごとに、「検証」をクリックして構成を

確認します。

f. 復元に必要なすべてのターゲットを検証したら、「インポート」をクリックします。

6. 仮想マシンまたはアプリケーションをクラウドに移行します。説明については、“異なる環境間での

仮想マシンの移行 ”ページ360を参照してください。

オンプレミス環境とAzure環境全体でのデータの

保護
HYCU Protégéはスピンアップ機能を使用して、保護されたデータをオンプレミス環境とAzure環境間

で移行することにより、データの復元力を保証します。災害発生時に、オンプレミス環境で、Azureへ

のデータの災害復旧を提供します。

前提条件

l HYCU for Azureのアクティブなサブスクリプションがある。詳細については、HYCU for Azureの資

料を参照してください。

l AzureサービスプリンシパルがHYCUに追加されている。説明については、“Azureサービスプリンシ

パルの追加 ”ページ264を参照してください。

l HYCU Protégéライセンスを持っている必要があります。詳細については、“ライセンス”ページ273

を参照してください。

l 移行操作専用のストレージアカウントをAzureで作成する必要があります。このストレージアカウ

ントは、移行する予定の仮想マシンと同じリージョンとリソースグループに属している必要があり、

パブリックネットワークアクセスが有効になっており、そのタイプはStandard汎用v2またはPremium

ブロックBlobである必要があります。

実行内容に応じて、以下のいずれかを参照してください。

目的 説明

オンプレミス環境とAzure環境全体で保護され

たデータを移行します。

“異なる環境間での仮想マシンの移行”次の

ページ

Azureへのデータの災害復旧を実行します。
“Azureへのデータの災害復旧の実行”ページ

373
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異なる環境間での仮想マシンの移行

オンプレミス環境とAzure環境全体で保護されたデータを移行できます。

l “クラウドへのデータの移行 ”下

l “クラウドからのデータの移行”ページ370

クラウドへのデータの移行

HYCUスピンアップ機能を使用して、仮想マシンと物理マシン、およびそれらで実行されているアプリ

ケーションをAzureに移行できます。アプリケーションを移行すると、このアプリケーションが実行されてい

る仮想マシン全体がクラウドに移行されることに注意してください。

n注仮想マシンデータの保護についての説明は、特に断りのない限り、物理マシンにも適用さ

れます。

前提条件

移行する仮想マシンと移行するアプリケーションを含む仮想マシンは保護されており、バックアップ中に

プラットフォーム準備チェックが正常に実行される必要があります。詳細については、“HYCU Protégé

の詳細”ページ103を参照してください。

制限事項

l 復元ポイントにスナップショット層のみが含まれている場合、それをデータの移行に使用することは

できません。

l Nutanixクラスターの場合：ボリュームグループは移行できません。

l vSphere環境の場合：

o 仮想マシンテンプレートは移行できません。

o スナップショットからのデータの移行はサポートしていません。

考慮事項

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、データを移行するためにこの層を使用することはできま

せん。

l データをクラウドに移行すると、移行した仮想マシンにAzure一時ディスクが自動的に割り当てら

れます。このディスクは管理対象ディスクではなく、短期間のデータストレージにのみ使用されま

す。

l セキュアブートが有効になっている仮想マシンの場合：Azureは現在仮想マシンのセキュアブート

機能をサポートしていないため、そのような仮想マシンをクラウドに移行すると、そのマシンではセ

キュアブートを有効にできなくなります。

仮想マシンまたはアプリケーションデータをクラウドに移行するかどうかに応じて、次のいずれかのパネル

にアクセスします。
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l 「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックしま

す。

l 「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリッ

クします。

手順

1. 「仮想マシン」または「アプリケーション」パネルで、移行するエンティティを選択します。

2. 画面の下部に表示される「詳細ビュー」で、移行に使用する仮想マシンまたはアプリケーションの

復元ポイントを選択します。

n注「詳細ビュー」は、エンティティをクリックした場合にのみ表示されます。エンティティの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「クラウドへのVMスピンアップ」をクリックします。「クラウドへのVMスピンアップ」ダイアログボックスが

開きます。

4. 「AzureへのVMのスピンアップ」を選択し、「次へ」をクリックします。「AzureへのVMのスピンアップ」

ダイアログボックスが表示されます。

5. 「サービスプリンシパル」ドロップダウンメニューから、必要なリソースにアクセスできるサービスプリンシ

パルを選択します。

6. 「サブスクリプション」ドロップダウンメニューから、移行する仮想マシンの適切なサブスクリプションを

選択します。

7. 「リソースグループ」ドロップダウンメニューから、移行する仮想マシンのリソースグループを選択しま

す。

8. 「ロケーション」ドロップダウンメニューから、移行する仮想マシンの地理的リージョンを選択します。

9. 「アベイラビリティゾーン」ドロップダウンメニューから、移行する仮想マシンのゾーンを選択します。

n注選択した地理的リージョンと仮想マシンのサイズによって、データを移行できるゾーンが

決まります。どのゾーンにもデータを移行しない場合は、「なし」を選択します。

10. 「ストレージアカウント」ドロップダウンメニューから、移行操作専用のストレージアカウントを選択し

ます。

11. 「次へ」をクリックします。「VM設定」ダイアログボックスが開きます。

12. 「スピンアップ元」ドロップダウンメニューから、移行に使用する層を選択します。復元ポイントには1

つ以上の層を含めることができ、その中から以下を選択できます。

l 自動：クラウドへの最速でのデータの移行が保証されます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

13. 「新しいVM名」フィールドで、移行する仮想マシンの名前を入力します。
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14. 「vCPUコア」フィールドに、移行する仮想マシンに割り当てられた仮想CPU数に仮想CPUあたり

のコア数を掛けた数を入力します。指定できる最大数は1024です。

15. 「メモリ」フィールドで、移行する仮想マシンに割り当てるメモリの量 ( GiB単位 )を入力します。指

定する値は整数でなければならず、4096を超えることはできません。

16. 「仮想マシンタイプ」ドロップダウンメニューから、仮想マシンタイプを選択します。

n注リストには、指定した仮想CPU数とメモリ量に一致する仮想マシンタイプと、クラウドに

移行する仮想マシンのブートタイプ( BIOSまたはUEFI)が表示されます。指定した値に正確

に対応する仮想マシンタイプがない場合は、最も近いものが表示されます。

17. 「ネットワークインターフェース」の下で、移行された仮想マシンに追加されるネットワークインター

フェースを表示できます。既定では、これは移行された仮想マシン用に選択したサブスクリプション

の最初のネットワークインターフェースです。必要であれば、ネットワーク設定も変更できます。

ネットワーク設定の変更

ネットワーク設定を変更する場合は、ネットワークインターフェースの追加、既存のネットワークイ

ンターフェースの編集、またはネットワークインターフェースの削除を行うことができます。

n注ネットワークインターフェースを追加する場合、同じネットワークにアタッチされている

ネットワークインターフェースしか追加できないことに注意してください。追加できるネットワー

クインターフェースの最大数は、選択した仮想マシンのタイプによって異なります。

ネットワーク設定の変更方法に応じて、次のいずれかを実行します。

l 「ネットワークインターフェースの追加」をクリックしてネットワークインターフェースを追加する

か、編集するネットワークインターフェースの横にある「編集」をクリックして、次の手順に従

います。

a. ネットワークインターフェースを追加する場合のみ。「ネットワーク」ドロップダウンメニュー

から、ネットワークインターフェースのネットワークを選択します。

n注使用可能なネットワークのリストには、移行された仮想マシン用に選択した

リージョン内のネットワークのみが含まれます。

b. ネットワークインターフェースを割り当てるサブネットを選択します。

c. 「パブリックIPアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアド

レスを選択します。次のオプションから選択できます。

オプション 説明

なし
パブリックIPアドレスは、移行された仮想マシン上のネットワークイン

ターフェースに割り当てられません。

動的
動的 IPアドレスが、移行された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
静的 IPアドレスが、移行された仮想マシン上のネットワークインター

フェースに割り当てられます。
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オプション 説明

既存

Azure Governmentで作成した優先パブリックIPアドレスのリソース

が、移行した仮想マシンのネットワークインターフェースに割り当てら

れます。

d. 「プライベート IPアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート

IPアドレスを選択します。次のオプションから選択できます。

オプション 説明

動的
動的 IPアドレスが、移行された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
指定する静的 IPアドレスが、移行された仮想マシン上のネットワー

クインターフェースに割り当てられます。

e. 「追加」または「保存」をクリックします。

l 削除するネットワークインターフェースの横にある「削除」をクリックします。ネットワークイン

ターフェースがないと仮想マシンを移行できないことに注意してください。

18. 仮想マシンのオペレーティングシステムがまだ検出されていない場合のみ。仮想マシンのオペレー

ティングシステムを選択します。

l Linux

l Windows

19. 仮想ディスクが(手動または自動で)バックアップから除外されている場合のみ：サイズと構成が同

じ空のディスクを除外したディスクとして作成し、移行した仮想マシンにアタッチする場合は、「除

外ディスクを空ディスクとして作成」スイッチを使用します。

20. 「スピンアップ」をクリックします。

クラウドへの移行ジョブが開始されます。正常に終了すると、移行された仮想マシンをHYCU for

Azureの「仮想マシン」パネルに表示できます。詳細については、HYCU for Azureの資料を参照してく

ださい。

クラウドへのデータの移行後

l Windows仮想マシンの場合：Windowsライセンスを再アクティブ化します。

l Linux仮想マシンの場合：Hyper-VおよびAzure用のLinux統合サービスを仮想マシンにインストー

ルします。詳細については、Microsoftの資料を参照してください。

l HYCU for Azureを使用して、移行した仮想マシンの保護を有効にします。この実行方法の詳

細については、HYCU for Azureの資料を参照してください。

クラウドからのデータの移行

HYCUスピンアップ機能を使用して、Azureから仮想マシンを移行できます。
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制限事項

l アンマネージドディスクでの仮想マシンの移行はサポートされていません。

l Nutanixクラスターの場合：Azure Generation 2仮想マシンは、UEFI仮想マシンをサポートするク

ラスターにのみ移行できます。

考慮事項

クラウドからデータを移行した後、移行された仮想マシンには、Azureで自動的に割り当てられた一時

ディスクは含まれません。

「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックします。

手順

1. 「仮想マシン」パネルで、「クラウドからのVMスピンアップ」をクリックします。「クラウドからのVMスピ

ンアップ」ダイアログボックスが表示されます。

2. 「AzureからのVMのスピンアップ」を選択し、「次へ」をクリックします。「AzureからのVMのスピンアッ

プ」ダイアログボックスが表示されます。

3. 「サービスプリンシパル」ドロップダウンメニューから、必要なリソースにアクセスできるサービスプリンシ

パルを選択します。

4. 「サブスクリプション」ドロップダウンメニューから、移行する仮想マシンが属するHYCU for Azureサ

ブスクリプションを選択します。

5. 「リソースグループ」ドロップダウンメニューから、移行する仮想マシンが属するリソースグループを選

択します。

6. 「仮想マシン」ドロップダウンメニューから、移行する仮想マシンを選択します。

7. 「チェックポイント」ドロップダウンメニューから、仮想マシンデータの移行元のチェックポイントを選択

します。

8. 「ストレージアカウント」ドロップダウンメニューから、移行操作専用のストレージアカウントを選択し

ます。

9. 「次へ」をクリックします。「VM設定」ダイアログボックスが開きます。

10. 「ストレージコンテナ」ドロップダウンメニューから、仮想マシンを移行する場所を選択します。

11. 「新しいVM名」フィールドで、移行する仮想マシンの名前を入力します。

12. 移行する仮想マシンがオンプレミス環境で作成後にクラウドに移行され、それからオンプレミス環

境に移行して戻す場合のみ。仮想マシンをオンプレミス環境のときと同じ仮想マシン設定にする

場合は、「元のオンプレミス設定を保持する」オプションを有効にして、手順15に進みます。

それ以外の場合は、「元のオンプレミス設定を保持する」オプションを無効のままにして、次の手

順に進みます。

13. 移行された仮想マシンに以下の値を指定します。

l 仮想CPUの数：指定できる最大数は1024です。

l 各仮想CPUに割り当てられるコアの数：指定できる最大数は64です。
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l メモリ量 ( GiB単位 ) ：指定する値は整数でなければならず、4096を超えることはできません。

n注既定値は、オンプレミスまたはクラウドのいずれかの、仮想マシンが作成された環境に

あった仮想マシンの値です。

14. 「ネットワークアダプタ」で、データ保護の要件に応じて、以下のいずれかを実行します。

l 1つ以上のネットワークアダプタを追加します。

a. 「ネットワークアダプタを追加」をクリックします。「ネットワーク」ダイアログボックスが表示さ

れます。

b. 「ネットワーク」ドロップダウンメニューから、ネットワークアダプタの仮想ネットワークを選択し

ます。

c. 「追加」をクリックします。

l 既存のネットワークアダプタを編集して、仮想マシンを別のネットワークに接続します。これを

実行するには、ネットワークアダプタを選択し、「編集」をクリックし、必要な変更を行いま

す。

l 既存のいずれかのネットワークアダプタを選択し、「削除」をクリックして削除します。既存の

ネットワークアダプタをすべて削除すると、仮想マシンはネットワーク接続なしで移行されま

す。

15. 移行した仮想マシンを移行後にオンにする場合は、「仮想マシンの電源をオンにします」スイッチ

を使用します。

16. 「スピンアップ」をクリックします。

クラウドからの移行ジョブが開始されます。正常に終了すると、移行された仮想マシンを「仮想マシ

ン」パネルに表示できます。

クラウドからのデータの移行後

l Nutanix AHVクラスター上の仮想マシンの場合：仮想マシンに最新バージョンのNGTがインストー

ルされていることを確認します。詳細については、Nutanixの資料を参照してください。

l Nutanix ESXiクラスターの仮想マシンの場合：最新バージョンのVMware ToolsとNGTがクライア

ント仮想マシンにインストールされていることを確認します。詳細については、NutanixとVMwareの

資料を参照してください。

l vSphere環境の仮想マシンの場合：最新バージョンのVMware Toolsが仮想マシンにインストール

されていることを確認します。詳細については、VMwareの資料を参照してください。

l Windows仮想マシンの場合：Windowsライセンスを再アクティブ化します。

l Linux仮想マシンの場合：Nutanix ESXiクラスターまたはvSphere環境の仮想マシンが起動しな

い場合は、ディスクコントローラーをSCSIからIDEに変更してから、最新バージョンのVMware

Toolsを仮想マシンにインストールします。後でディスクコントローラーをSCSIに戻すことができま

す。

l ネットワーク接続なしで仮想マシンを移行した場合のみ。仮想マシンで必ずネットワーク設定を

構成します。

l 移行したデータの保護を有効にします。詳細については、“仮想マシンの保護 ”ページ94と“アプリ

ケーションの保護 ”ページ146を参照してください。
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Azureへのデータの災害復旧の実行

災害発生時に、オンプレミス環境からAzureへのデータの災害復旧を実行できます。

前提条件

移行する仮想マシンと、移行するアプリケーションがある仮想マシンが保護されており、移行 /DR準備

完了ステータスである必要があります。詳細については、“HYCU Protégéの詳細”ページ103を参照

してください。

考慮事項

l HYCU Backup ControllerがAzureに展開されている場合、ネットワーク設定の変更はHYCUで

禁止されます。

l インポートしたターゲットが、仮想マシンを移行する予定のリージョンにあることを確認します。これ

により災害復旧プロセスを、可能な限り迅速に、かつコスト効率よく行うことができます。

l HYCU Backup Controllerを展開した後に、それを災害復旧の実行に使用するためには、

HYCU Backup Controllerを保持しておくと、将来の災害復旧に備えることができます。新しいソ

フトウェアリリースバージョンが入手可能になったときにHYCU Backup Controllerをアップグレード

する方法については、HYCUカスタマーサポートにお問い合わせください。

手順

1. HYCU for Azure Webユーザーインターフェースを使用してHYCU Backup Controllerを展開しま

す。この実行方法の詳細については、HYCU for Azureの資料を参照してください。

2. Azureで、HYCU Backup Controllerが属するサブネットワーク全体からの入力ネットワークトラ

フィックをTCPポート8443で許可する新しいファイアウォールルールを作成します。詳細について

は、Azureの資料を参照してください。

3. 以下のURLを指定してHYCUWebユーザーインターフェースにログオンします。

https://<IPAddress>:8443

この場合、<IPAddress>は新しく展開されたHYCU Backup Controllerの外部 IPアドレスです。

i重要仮想マシン作成時にAzureで指定した資格情報を使用してHYCUにログインし、

Azureへのデータの災害復旧を実行することはできません。SSHを使用してHYCUにログイン

またはHYCU Backup Controllerにアクセスするために使用できる資格情報の詳細について

は、“HYCUへのログオン”ページ36または“SSHを使用したHYCU Backup Controller仮想マ

シンへのアクセス”ページ318を参照してください。

4. バックアップデータが保存されているAzureターゲットをHYCUにインポートします。

a. 「ターゲット」パネルで、「インポート」をクリックします。「ターゲットのインポート」ダイアログボッ

クスが開きます。

b. 「タイプ」ドロップダウンメニューから、「Azure」を選択します

c. 「ストレージアカウント名」フィールドに、元のターゲット構成で指定されたAzureストレージアカ

ウント名を入力します。

https://support.hycu.com/hc/en-us/categories/115000458185-Hycu
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d. 「シークレットアクセスキー」フィールドに、Azureアカウントのシークレットアクセスキーを入力し

ます。

e. 「ストレージコンテナ名」に、ターゲットに関連付けられているストレージコンテナの名前と、バッ

クアップデータが保存される場所を入力します。

f. 「次へ」をクリックします。「バックアップカタログのインポート」ダイアログボックスが表示されま

す。

g. バックアップデータをインポートするHYCU Backup Controllerを選択し、「次へ」をクリックしま

す。

h. 「複数のターゲット」ダイアログボックスで、以下のいずれかを実行します。

l バックアップデータが1つのターゲットに保存されている場合：

「インポート」をクリックします。

l バックアップデータが複数のターゲットに保存されている場合：

i. 各ターゲットを1つずつ選択し、元のターゲット構成と一致するように値を指定しま

す。

ii. ターゲットごとに、「検証」をクリックして構成を確認します。

iii. 「インポート」をクリックします。

5. 仮想マシンまたはアプリケーションをクラウドに移行します。説明については、“異なる環境間での

仮想マシンの移行 ”ページ367を参照してください。

オンプレミス環境とAzure Government環境全体

でのデータの保護
スピンアップ機能を使用して、保護されたデータをオンプレミス環境からAzure Governmentに移行す

ることにより、HYCU Protégéはデータの復元性を保証します。災害発生時に、オンプレミス環境で、

Azure Governmentへのデータの災害復旧を提供します。

前提条件

l Azure GovernmentサービスプリンシパルをHYCUに追加する必要があります。説明については、

“Azure Governmentサービスプリンシパルの追加 ”ページ265を参照してください。

l HYCU Protégéライセンスを持っている必要があります。詳細については、“ライセンス”ページ273

を参照してください。

実行内容に応じて、以下のいずれかを参照してください。

目的 説明

保護データをオンプレミス環境からAzure

Governmentに移行します。
“仮想マシンのクラウドへの移行”次のページ

Azure Governmentへの災害復旧を実行しま

す。

“Azure Governmentへのデータの災害復旧の

実行 ”ページ378
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仮想マシンのクラウドへの移行

HYCUスピンアップ機能を使用して、仮想マシンと物理マシン、およびそれらで実行されているアプリ

ケーションをAzure Governmentに移行できます。アプリケーションを移行すると、このアプリケーションが

実行されている仮想マシン全体がクラウドに移行されることに注意してください。

n注仮想マシンデータの保護についての説明は、特に断りのない限り、物理マシンにも適用さ

れます。

前提条件

移行する仮想マシンと移行するアプリケーションを含む仮想マシンは保護されており、バックアップ中に

プラットフォーム準備チェックが正常に実行される必要があります。詳細については、“HYCU Protégé

の詳細”ページ103を参照してください。

制限事項

l 復元ポイントにスナップショット層のみが含まれている場合、それをデータの移行に使用することは

できません。

l Nutanixクラスターの場合：ボリュームグループは移行できません。

l vSphere環境の場合：

o 仮想マシンテンプレートは移行できません。

o スナップショットからのデータの移行はサポートしていません。

考慮事項

l 選択した復元ポイントに、不完全なバックアップチェーン( 1つ以上のバックアップ、バックアップデー

タのコピー、またはデータアーカイブが存在しないか、非アクティブ化されたターゲットに保存されて

いるため)がある層が含まれている場合、データを移行するためにこの層を使用することはできま

せん。

l データをクラウドに移行すると、移行した仮想マシンにAzure一時ディスクが自動的に割り当てら

れます。このディスクは管理対象ディスクではなく、短期間のデータストレージにのみ使用されま

す。

l セキュアブートが有効になっている仮想マシンの場合：Azureは現在仮想マシンのセキュアブート

機能をサポートしていないため、そのような仮想マシンをクラウドに移行すると、そのマシンではセ

キュアブートを有効にできなくなります。

仮想マシンまたはアプリケーションデータをクラウドに移行するかどうかに応じて、次のいずれかのパネル

にアクセスします。

l 「仮想マシン」パネルへのアクセス

ナビゲーションペインの「仮想マシン」パネルにアクセスするには、「仮想マシン」をクリックしま

す。

l 「アプリケーション」パネルへのアクセス

「アプリケーション」パネルにアクセスするには、ナビゲーションペインで、「 アプリケーション」をクリッ

クします。
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手順

1. 「仮想マシン」または「アプリケーション」パネルで、移行するエンティティを選択します。

2. 画面の下部に表示される「詳細ビュー」で、移行に使用する仮想マシンまたはアプリケーションの

復元ポイントを選択します。

n注「詳細ビュー」は、エンティティをクリックした場合にのみ表示されます。エンティティの名

前の前のチェックボックスを選択しても、「詳細ビュー」は開きません。

3. 「クラウドへのVMスピンアップ」をクリックします。「クラウドへのVMスピンアップ」ダイアログボックスが

開きます。

4. 「Azure GovernmentへのVMのスピンアップ」を選択し、「次へ」をクリックします。「Azure

GovernmentへのVMのスピンアップ」ダイアログボックスが表示されます。

5. 「サービスプリンシパル」ドロップダウンメニューから、必要なリソースにアクセスできるサービスプリンシ

パルを選択します。

6. 「サブスクリプション」ドロップダウンメニューから、移行する仮想マシンの適切なサブスクリプションを

選択します。

7. 「リソースグループ」ドロップダウンメニューから、移行する仮想マシンのリソースグループを選択しま

す。

8. 「ロケーション」ドロップダウンメニューから、移行する仮想マシンの地理的リージョンを選択します。

9. 「アベイラビリティゾーン」ドロップダウンメニューから、移行する仮想マシンのゾーンを選択します。

n注選択した地理的リージョンと仮想マシンのサイズによって、データを移行できるゾーンが

決まります。どのゾーンにもデータを移行しない場合は、「なし」を選択します。

10. 「次へ」をクリックします。「VM設定」ダイアログボックスが開きます。

11. 「スピンアップ元」ドロップダウンメニューから、移行に使用する層を選択します。復元ポイントには1

つ以上の層を含めることができ、その中から以下を選択できます。

l 自動：クラウドへの最速でのデータの移行が保証されます。

l バックアップ

l コピー

l アーカイブ

l スナップショット

12. 「新しいVM名」フィールドで、移行する仮想マシンの名前を入力します。

13. 「vCPUコア」フィールドに、移行する仮想マシンに割り当てられた仮想CPU数に仮想CPUあたり

のコア数を掛けた数を入力します。指定できる最大数は1024です。

14. 「メモリ」フィールドで、移行する仮想マシンに割り当てるメモリの量 ( GiB単位 )を入力します。指

定する値は整数でなければならず、4096を超えることはできません。

15. 「仮想マシンタイプ」ドロップダウンメニューから、仮想マシンタイプを選択します。

n注リストには、指定した仮想CPU数とメモリ量に一致する仮想マシンタイプと、クラウドに

移行する仮想マシンのブートタイプ( BIOSまたはUEFI)が表示されます。指定した値に正確

に対応する仮想マシンタイプがない場合は、最も近いものが表示されます。
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16. 「ネットワークインターフェース」の下で、移行された仮想マシンに追加されるネットワークインター

フェースを表示できます。既定では、これは移行された仮想マシン用に選択したサブスクリプション

の最初のネットワークインターフェースです。必要であれば、ネットワーク設定も変更できます。

ネットワーク設定の変更

ネットワーク設定を変更する場合は、ネットワークインターフェースの追加、既存のネットワークイ

ンターフェースの編集、またはネットワークインターフェースの削除を行うことができます。

n注ネットワークインターフェースを追加する場合、同じネットワークにアタッチされている

ネットワークインターフェースしか追加できないことに注意してください。追加できるネットワー

クインターフェースの最大数は、選択した仮想マシンのタイプによって異なります。

ネットワーク設定の変更方法に応じて、次のいずれかを実行します。

l 「ネットワークインターフェースの追加」をクリックしてネットワークインターフェースを追加する

か、編集するネットワークインターフェースの横にある「編集」をクリックして、次の手順に従

います。

a. ネットワークインターフェースを追加する場合のみ。「ネットワーク」ドロップダウンメニュー

から、ネットワークインターフェースのネットワークを選択します。

n注使用可能なネットワークのリストには、移行された仮想マシン用に選択した

リージョン内のネットワークのみが含まれます。

b. ネットワークインターフェースを割り当てるサブネットを選択します。

c. 「パブリックIPアドレスタイプ」フィールドで、ネットワークインターフェースのパブリックIPアド

レスを選択します。次のオプションから選択できます。

オプション 説明

なし
パブリックIPアドレスは、移行された仮想マシン上のネットワークイン

ターフェースに割り当てられません。

動的
動的 IPアドレスが、移行された仮想マシン上のネットワークインター

フェースに割り当てられます。

静的
静的 IPアドレスが、移行された仮想マシン上のネットワークインター

フェースに割り当てられます。

既存

Azure Governmentで作成した優先パブリックIPアドレスのリソース

が、移行した仮想マシンのネットワークインターフェースに割り当てら

れます。

d. 「プライベート IPアドレスタイプ」フィールドで、ネットワークインターフェースのプライベート

IPアドレスを選択します。次のオプションから選択できます。

オプション 説明

動的
動的 IPアドレスが、移行された仮想マシン上のネットワークインター

フェースに割り当てられます。
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オプション 説明

静的
指定する静的 IPアドレスが、移行された仮想マシン上のネットワー

クインターフェースに割り当てられます。

e. 「追加」または「保存」をクリックします。

l 削除するネットワークインターフェースの横にある「削除」をクリックします。ネットワークイン

ターフェースがないと仮想マシンを移行できないことに注意してください。

17. 仮想マシンのオペレーティングシステムがまだ検出されていない場合のみ。仮想マシンのオペレー

ティングシステムを選択します。

l Linux

l Windows

18. 仮想ディスクが(手動または自動で)バックアップから除外されている場合のみ：サイズと構成が同

じ空のディスクを除外したディスクとして作成し、移行した仮想マシンにアタッチする場合は、「除

外ディスクを空ディスクとして作成」スイッチを使用します。

19. 「スピンアップ」をクリックします。

クラウドへの移行ジョブが開始されます。

クラウドへのデータの移行後

l Windows仮想マシンの場合：Windowsライセンスを再アクティブ化します。

l Linux仮想マシンの場合：Hyper-VおよびAzure用のLinux統合サービスを仮想マシンにインストー

ルします。詳細については、Microsoftの資料を参照してください。

Azure Governmentへのデータの災害復旧の実行

災害発生時に、オンプレミス環境からAzure Governmentにデータの災害復旧を実行できます。

前提条件

l 移行する仮想マシンと、移行するアプリケーションがある仮想マシンが保護されており、移行 /DR

準備完了ステータスである必要があります。詳細については、“HYCU Protégéの詳細”ページ

103を参照してください。

l Azure GovernmentのHYCU仮想アプライアンスイメージがある。イメージと詳細な手順を入手す

るには、HYCUカスタマーサポートにお問い合わせください。

考慮事項

l HYCU Backup ControllerがAzure Governmentに展開されている場合、ネットワーク設定の変

更はHYCUで禁止されます。

l インポートしたターゲットが、仮想マシンを移行する予定のリージョンにあることを確認します。これ

により災害復旧プロセスを、可能な限り迅速に、かつコスト効率よく行うことができます。

https://support.hycu.com/hc/en-us/categories/115000458185-Hycu
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手順

1. HYCU Backup Controllerをデプロイします。

a. Azure Governmentで、HYCU仮想アプライアンスイメージから管理イメージを作成します。

b. 管理対象イメージから仮想マシンを作成します。仮想マシンが、パブリックIPアドレスとサイズ

が32 GiBの追加ディスクで構成されていることを確認します。

詳細については、Azureの資料を参照してください。

2. Azure Governmentで、HYCU Backup Controllerが属するサブネットワーク全体からのTCPポー

ト8443での入力ネットワークトラフィックを許可する新しいファイアウォールルールを作成します。詳

細については、Azureの資料を参照してください。

3. 以下のURLを指定してHYCUWebユーザーインターフェースにログオンします。

https://<IPAddress>:8443

この場合、<IPAddress>は新しく展開されたHYCU Backup Controllerの外部 IPアドレスです。

i重要仮想マシン作成時にAzure Governmentで指定した資格情報を使用してHYCUに
ログインし、Azure Governmentへのデータの災害復旧を実行することはできません。SSHを

使用してHYCUにログインまたはHYCU Backup Controllerにアクセスするために使用できる

資格情報の詳細については、“HYCUへのログオン”ページ36または“SSHを使用したHYCU

Backup Controller仮想マシンへのアクセス”ページ318を参照してください。

4. バックアップデータが保存されているAzure GovernmentターゲットをHYCUにインポートします。

a. 「ターゲット」パネルで、「インポート」をクリックします。「ターゲットのインポート」ダイアログボッ

クスが開きます。

b. 「タイプ」ドロップダウンメニューから、「AZURE Government」を選択します

c. 「ストレージアカウント名」フィールドに、元のターゲット構成で指定されたAzure Government

ストレージアカウント名を入力します。

d. 「シークレットアクセスキー」フィールドに、Azure Governmentアカウントのシークレットアクセス

キーを入力します。

e. 「ストレージコンテナ名」に、ターゲットに関連付けられているストレージコンテナの名前と、バッ

クアップデータが保存される場所を入力します。

f. 「次へ」をクリックします。「バックアップカタログのインポート」ダイアログボックスが表示されま

す。

g. バックアップデータをインポートするHYCU Backup Controllerを選択し、「次へ」をクリックしま

す。

h. 「複数のターゲット」ダイアログボックスで、以下のいずれかを実行します。

l バックアップデータが1つのターゲットに保存されている場合：

「インポート」をクリックします。

l バックアップデータが複数のターゲットに保存されている場合：
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i. 各ターゲットを1つずつ選択し、元のターゲット構成と一致するように値を指定しま

す。

ii. ターゲットごとに、「検証」をクリックして構成を確認します。

iii. 「インポート」をクリックします。

5. 仮想マシンまたはアプリケーションをクラウドに移行します。説明については、“仮想マシンのクラウ

ドへの移行 ”ページ375を参照してください。
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HYCU構成設定のカスタマイズ

すべてのHYCU構成設定は、HYCU Backup Controllerの/opt/grizzlyフォルダにある

config.properties.templateファイル内にあります。このファイルには、使用可能なすべての構

成設定とその既定値のリストが含まれています。特定のデータ保護環境の要件に合わせてこれらの

構成設定を調整し、最適なパフォーマンスを提供する場合は、同じフォルダ内に新しい

config.propertiesファイルを作成し、優先する構成設定と新しい値を指定します。

n注HYCUをアップグレードしても、config.propertiesファイルは保持されます。ただし、新し

いHYCUバージョンで使用できる新しい構成設定については、更新された

config.properties.templateファイルから確認できます。

カスタマイズする構成設定に応じて、以下のいずれかのセクションを参照してください。

l “スナップショットの設定”次のページ

l “使用率のしきい値設定”次のページ

l “表示設定 ”ページ383

l “SQL Serverアプリケーション設定”ページ383

l “ジョブを中止するための設定 ”ページ383

l 「HTTPS for WinRMの構成設定」

l “ファイルサーバー設定”ページ384

l “データリハイドレートの設定 ”ページ385

l “災害復旧の設定 ”ページ385

l “ユーザー管理の設定”ページ386

手順

1. HYCU Backup Controller仮想マシンへのリモートセッションを開きます。

ssh hycu@<HYCUBackupControllerIPAddress>

要求されたら、hycuユーザーのパスワードを入力します。

SSHを使用したHYCU Backup Controller仮想マシンへのアクセスの詳細については、“SSHを使

用したHYCU Backup Controller仮想マシンへのアクセス”ページ318を参照してください。

2. 次のいずれかのテキストエディターを使用して、config.propertiesファイルにアクセスして開き

ます。

付録A



A HYCU構成設定のカスタマイズ

382

l Vim：

sudo vi /opt/grizzly/config.properties

l Nano：

sudo nano /opt/grizzly/config.properties

3. 必要に応じて、既存の構成設定を編集します。

4. config.propertiesファイルを保存して終了します。

構成設定への変更は、config.properties.templateファイル内のReloadClassアノテーションに

基づいて適用されます。

アノテーション 説明

Job 変更は、新しいジョブが開始されるときに適用されます。

Mount
新しいターゲットがHYCUに追加されるか、既存のターゲットがアクティブ化され

ると、変更が適用されます。

Operation

変更は、ジョブを作成しない新しい操作が実行されるときに適用されます(たと

えば、HYCUWebユーザーインターフェース、REST API、SSH、またはWinRM

を使用する場合 )。

Service
HYCUアプリケーションサーバー( Grizzlyサーバー)を再起動すると、変更が適

用されます。

構成設定にアノテーションがない場合は、HYCUアプリケーションサーバー( Grizzlyサーバー)を再起動

することをお勧めします。そうするには、以下のコマンドを実行します。

sudo service grizzly restart

スナップショットの設定

以下の設定を使用して、イベントがトリガーされるスナップショット保持しきい値を構成できます。

設定 説明

max.snapshots.per.vm
仮想マシンごとに保持されるスナップショットの数が、指定された値

を超えると、警告イベントがトリガーされます。既定値は24です。

max.snapshots.per.cluster

Nutanixクラスターごとに保持されるスナップショットの数が、指定さ

れた値を超えると、警告イベントがトリガーされます。既定値は

2400です。

使用率のしきい値設定

次の設定を使用して、システムとデータディスク、およびターゲット使用率のしきい値を構成できます。
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設定 説明

controller.disk.full.warning.threshold.fraction

システムまたはデータディスクのHYCU Backup

Controller使用率が、指定された値を超えると、

イベントがトリガーされます。既定値は0.90で

す。

target.utilization.threshold.red.fraction

ターゲットのHYCU Backup Controller使用率

が、指定された値を超えると、そのヘルスステー

タスインジケータは赤になります。既定値は0.95

です。

target.utilization.threshold.yellow.fraction

ターゲットのHYCU Backup Controller使用率

が、指定された値を超えると、そのヘルスステー

タスインジケータは黄色になります。既定値は

0.90です。

ターゲットの正常性ステータスの詳細については、“ターゲット情報の表示 ”ページ232を参照してくださ

い。

表示設定

以下の設定を使用して、表示される項目の最大数をカスタマイズできます。

設定 説明

items.per.directory.in.flr
個別のファイルを復元するときに各ディレクトリに表示されるファイルの

最大数。既定値は1000です。

SQL Serverアプリケーション設定

次の設定を使用して、SQL Serverアプリケーションのバックアップをカスタマイズできます。

設定 説明

sql.translog.compress

SQL Serverアプリケーションのバックアップ中に、既定でトランザクショ

ンログの圧縮が有効になります(既定値はtrueです)。無効にする

場合は、この設定値は必ずfalseにします。

ジョブを中止するための設定

次の設定を使用して、実行ステータスのジョブが自動的に中止されるタイミングを構成できます。

設定 説明

jobs.abort.deadline.minutes
ジョブが完了しなければならない時間(分単位)。既定値は1440

です。
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設定 説明

jobs.abort.interval.minutes

jobs.abort.deadline.minutes設定で指定されたよりも長くこのス

テータスになっている場合、実行ステータスのすべてのジョブが取

得されて停止される時間間隔(分単位)。既定値は15です。

HTTPS for WinRMの構成設定

以下の設定を使用して、HTTPS for WinRMを構成できます。

設定 説明

winrm.https.enabled

HYCUは、仮想マシンにHTTP for WinRM接続を使用するように事

前構成されています。HYCUで代わりにHTTPSを使用する場合は、

この設定の値をtrueに設定してから、“HTTPS for WinRM接続の

有効化”ページ320で説明されている手順を実行します。

winrm.fallback.http

winrm.https.enabledの設定がtrueのときにHTTPSを構成する場

合：trueに設定すると、HYCUは、証明書の問題のためにHTTPS

の使用が失敗した場合に、仮想マシンへのHTTP for WinRM接続

を使用します。

ファイルサーバー設定

以下の設定を使用して、ファイル共有バックアップを構成できます。

設定 説明

afs.reindex.interval.count

完全インデックス再作成が実行される増分ファイル共有

バックアップの世代数。これにより、ファイル復元プロセスの

応答性が向上します。既定値は5です。

afs.partial.success.threshold.count

対応するファイル共有のバックアップステータスが「エラーで

完了」になるまでの、失敗したファイルバックアップの数。既

定値は100です。値0はステータスを無効にします。

afs.instance.afs.cluster.priority

HYCUは内部アルゴリズムを使用して、複数のHYCUイン

スタンス間で負荷を分散します。ファイルサーバーと同じ

Nutanixクラスターで実行されているHYCUインスタンスを

優先し、HYCU Backup Controllerと同じNutanixクラス

ターで実行されているHYCUインスタンスを優先します。ま

た、各HYCUインスタンスですでに実行されているジョブの

数も考慮されます。

この設定の値を上げると、ファイルサーバーと同じNutanix

クラスターで実行されているHYCUインスタンスの優先度が

高くなります。
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設定 説明

afs.instance.bc.cluster.priority

HYCUは内部アルゴリズムを使用して、複数のHYCUイン

スタンス間で負荷を分散します。ファイルサーバーと同じ

Nutanixクラスターで実行されているHYCUインスタンスを

優先し、HYCU Backup Controllerと同じNutanixクラス

ターで実行されているHYCUインスタンスを優先します。ま

た、各HYCUインスタンスですでに実行されているジョブの

数も考慮されます。

この設定の値を上げると、HYCU Backup Controllerと同

じNutanixクラスターで実行されているHYCUインスタンスの

優先度が高くなります。

データリハイドレートの設定

以下の設定を使用して、HYCUを構成してデータリハイドレートを実行できます。

設定 説明

target.azure.blob.rehydration.enable

バックアップデータまたはバックアップデータのコピーが

Azureアーカイブストレージ層に保存されている場合、

HYCUは復元を実行する前にデータリハイドレートを実

行するように事前構成されます。リハイドレートタスク中

に、データはアーカイブストレージ層から、HYCUがデータ

を復元できるホットストレージ層に移動します。HYCU

は、後でデータをアーカイブストレージ層に戻すことはし

ません。既定値はtrueです。

target.azure.blob.rehydration.threads
並行してリハイドレートできるBLOBの数。既定値は20

です。

災害復旧の設定

以下の設定を使用して、災害復旧の追加シナリオを有効にするか、または自動ターゲット同期を調

整できます。

設定 説明

clone.enabled.for.hycu.dr

HYCUは、HYCU Backup Controller(仮想マシ

ン自体またはその仮想ディスク)のクローンを作成

しないように事前構成されています。

C注意元のHYCU Backup Controllerがま

だアクティブである間は、HYCU Backup

Controllerのクローンをアクティブにしないでくだ
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設定 説明

さい。このようなアクティブ化が行われると、

データ損失が発生する可能性があります。現

在実行中のバックアップはすべて失敗し、その

ステータスは「エラー」に設定されます。対応

する復元ポイントは、HYCUのクリーニングプロ

セスによって自動的に削除されます。

trueに設定すると、HYCU Backup Controllerの

複製が有効になり、HYCUWebユーザーインター

フェースでそれぞれの復元オプションが使用可能

になります。

synchronize.target.catalog.interval.minutes

復旧HYCU Backup Controllerが復旧モードであ

る場合、既定で60分ごとに自動ターゲット同期

が実行されます。値を0に設定すると、自動ター

ゲット同期が無効になります。

ユーザー管理の設定

仮想マシンやファイル共有の所有権を変更する際、以下の設定を使用すると保護されたデータの削

除を完全に防ぐことができます。

設定 説明

force.keep.backups.on.owner.change

trueに設定すると(既定値はfalse)、特定の所有

者に保護されているデータは決して削除されません。い

ずれかのHYCUインターフェースで仮想マシンとファイル

共有の所有権を変更する際そのデータを削除するオプ

ションが指定されていても削除されません。
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異なるハイパーバイザーを持つ

環境への復元

仮想マシンは、“仮想マシンの複製 ”ページ121で説明する「VMのクローン」復元オプションを使用し

て、別のハイパーバイザーを持つ環境に復元されます。ただし、VMソース環境とVMターゲット環境に

よっては、復元後に以下のいくつかの追加アクションを実行する必要があります。

VMソース環境 VMターゲット環境 追加のアクション

Nutanix ESXi、

vSphereまたはAzure

Government

Nutanix AHV

“Nutanix ESXiクラスター、vSphere環境、または

Azure Government環境からNutanix AHVクラス

ターへの仮想マシンの復元”下を参照してください。

vSphere Nutanix ESXi
“vSphere環境から仮想マシンのNutanix ESXiクラ

スターへの復元 ”ページ390を参照してください。

Nutanix AHVまたは

Nutanix ESXi
vSphere

“Nutanix AHVクラスターまたはNutanix ESXiクラス

ターからvSphere環境への仮想マシンの復元”ペー

ジ391を参照してください。

Nutanix ESXiクラスター、vSphere環境、または

Azure Government環境からNutanix AHVクラス

ターへの仮想マシンの復元

前提条件

Nutanix AHVクラスターがHYCUに追加されている。この実行方法の詳細については、“Nutanixクラス

ターの追加”ページ40を参照してください。

考慮事項

複数のディスクを持つ仮想マシンをvSphere環境からNutanix AHVクラスターに復元する場合のみ。

復元後に、追加のディスクはオフラインになります。必ずそれらをオンラインに戻してください。

付録B
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推奨事項

Nutanix ESXiクラスター、vSphere環境、またはAzure Government環境の仮想マシンをNutanix

AHVクラスターに復元した後に手動の手順を実行する必要がないようにするには、バックアップ前に次

の推奨事項に従う必要があります。

l Windows仮想マシンの場合：Nutanix VirtIOパッケージは仮想マシン上にインストールされます。

l Nutanix ESXiクラスター上のLinux仮想マシンの場合：Nutanix Guest Tools( NGT)は仮想マシ

ン上にインストールされます。

l vSphereまたはAzure Government環境でのLinux仮想マシンの場合：VirtIOドライバーは、

initramfsに追加されるカーネルモジュールとして利用できます。

VirtIOドライバーの可用性を確認して必要な場合に追加する方法

インストールされているカーネルでVirtIOドライバーが使用可能であるかどうかを確認するには、ルー

トユーザーとして、以下のコマンドを実行します。

grep -i virtio /boot/config-`uname -r`

次の出力は、VirtIOドライバーが使用可能であることを確認します。

CONFIG_VIRTIO_BLK=m
CONFIG_SCSI_VIRTIO=m
CONFIG_VIRTIO_NET=m
CONFIG_VIRTIO_CONSOLE=m
CONFIG_HW_RANDOM_VIRTIO=m
CONFIG_DRM_VIRTIO_GPU=m
CONFIG_VIRTIO=m
# Virtio drivers
CONFIG_VIRTIO_PCI=m
CONFIG_VIRTIO_PCI_LEGACY=y
CONFIG_VIRTIO_BALLOON=m
CONFIG_VIRTIO_INPUT=m
# CONFIG_VIRTIO_MMIO is not set

VirtIOドライバーがinitramfsに追加されているかどうかを確認するには、ルートユーザーとして、以下

のコマンドを実行します。

cp /boot/initramfs-`uname -r`.img /tmp/initramfs-`uname -r`.img.gz

zcat /tmp/initramfs-`uname -r`.img | cpio -it | grep virtio

VirtIOドライバーがinitramfsに追加されると、次のような出力が表示されます。

97084 blocks

出力がブランクの場合、VirtIOドライバーはinitramfsに追加されません。VirtIOドライバーをinitramfs

に追加するには、ルートユーザーとして、以下のコマンドを実行します。

dracut --add-drivers "virtio_pci virtio_blk virtio_scsi virtio_net" -f
–v
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VirtIOドライバーがinitramfsに追加されているかどうかを確認するには、ルートユーザーとして、以下

のコマンドを実行します。

cp /boot/initramfs-`uname -r`.img /tmp/initramfs-`uname -r`.img.gz

zcat /tmp/initramfs-`uname -r`.img | cpio -it | grep virtio

次のような出力が表示されます。

usr/lib/modules/`uname -r`/kernel/drivers/scsi/virtio_scsi.ko
usr/lib/modules/`uname -r`/.x86_64/kernel/drivers/block/virtio_blk.ko
usr/lib/modules/`uname -r`/kernel/drivers/char/virtio_console.ko
usr/lib/modules/`uname -r`/kernel/drivers/net/virtio_net.ko
usr/lib/modules/`uname -r`/kernel/drivers/virtio
usr/lib/modules/`uname -r`/kernel/drivers/virtio/virtio.ko
usr/lib/modules/`uname -r`/kernel/drivers/virtio/virtio_pci.ko
usr/lib/modules/`uname -r`/kernel/drivers/virtio/virtio_ring.ko
97084 blocks

詳細については、Nutanixの資料を参照してください。

上記の推奨事項に従わなかった場合、仮想マシンは復元後に起動しないため、次の追加手順を

実行する必要があります。

1. 復元された仮想マシンがオフになっていることを確認します。

2. 管理者またはrootユーザーとして、SSHを使用してNutanix AHVクラスターにログオンします。

3. 仮想マシンの詳細をリストします。

acli vm.get <VMName>

4. disk_listセクションの現在のバスとインデックスの値をメモします。

5. 既存のディスクを互換バス上の新しいディスクにクローンします。

acli vm.disk_create <VMName> bus=<BusType>
clone_from_vmdisk=vm:<VMName>:<CurrentBus>.<CurrentIndex>

この場合、<VMName>は復元された仮想マシンの名前であり、<BusType>はscsi、ide、または

sataであり、<CurrentBus>はdisk_listセクションからのバス値であり、<CurrentIndex>は

disk_listセクションからのインデックス値です。

元の仮想マシンにSATAまたはSCSIディスクがある場合、それらをSATAディスクにクローンしま

す。例：

acli vm.disk_create test-vm bus=sata
clone_from_vmdisk=vm:test-vm:scsi.0

元の仮想マシンにIDEディスクがある場合は、それらをIDEディスクにクローンします。例：

acli vm.disk_create test-vm bus=ide
clone_from_vmdisk=vm:test-vm:ide.0
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すべてのディスクに対して前の手順を実行したら、次の手順を実行します。

1. Nutanix PrismWebコンソールにログオンします。

2. メニューバーで、「ホーム」をクリックし、「VM」を選択します。

3. 「テーブル」タブをクリックして、「VMテーブル」ビューを表示します。

4. 仮想マシンのリストから、復元された仮想マシンを選択し、「更新」をクリックします。

5. ソースディスクを削除し、ブートディスクを選択して、「保存」をクリックします。

6. 「電源オン」をクリックして、復元した仮想マシンをオンにします。

7. 最新バージョンのNutanix Guest Toolsソフトウェアバンドルを仮想マシン上にインストールします。

8. SCSIディスクを搭載していた仮想マシンに推奨します。コントローラーをクローンしてSCSIコント

ローラーに戻します。

Nutanixクラスター上で仮想マシンを更新する方法については、Nutanixの資料を参照してください。

vSphere環境から仮想マシンのNutanix ESXiク
ラスターへの復元
vSphere環境から仮想マシンをNutanix ESXiクラスターに復元した後で仮想マシンが起動しない場

合には、追加の手順を実行する必要があります。

n注手順を実行するインターフェースとして、vSphere Web ClientまたはvSphere Clientのどちら

も使用できます。たとえば、vSphere Web Clientを使用している場合は、そのために必要な実行

手順が案内されます。

手順

l 復元された仮想マシン上のコントローラーのタイプが元の仮想マシンのものと同じではない場合、

以下を実行します。

1. vSphere Web Clientにログオンします。

2. 「VM」タブをクリックし、復元された仮想マシンを右クリックし、「設定の編集」を選択します。

3. 「仮想ハードウェア」タブで、元の仮想マシンの設定と一致するように、コントローラー設定を

変更します。

l 仮想マシンがUEFIファームウェアを使用している場合、ブートファイルを手動で選択することが必

要になる場合があります。この場合は、次のようにします。

1. vSphere Web Clientにログオンします。

2. 「EFIブートマネージャー」メニューにアクセスし、以下を実行します。

a. 「セットアップの入力」オプションを選択します。

b. 「ブートオプションのメンテナンスメニュー」を選択して、ブートメンテナンスマネージャーを入

力します。

c. 「ファイルからブート」オプションを使用して、ブートファイルを参照します。
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d. 名前にブートパーティションを表すGPT文字列が含まれているデバイスを見つけ、Enter

を押して開きます。

e. 以下の場所にあるEFIブートファイルにナビゲートします。

o Windows：\EFI\Microsoft\Boot\bootmgrfw.efi

o Linux：/EFI/<OSName>/grubx64.efi

f. Enterを押して、起動を再開します。

Nutanix AHVクラスターまたはNutanix ESXiクラス

ターからvSphere環境への仮想マシンの復元

考慮事項

複数のディスクを持つ仮想マシンをNutanix AHVクラスターからvSphere環境に復元する場合のみ。

復元後に、追加のディスクはオフラインになります。必ずそれらをオンラインに戻してください。

手順

1. クローンを作成して、仮想マシンを新しい場所に復元します。説明については、“仮想マシンの複

製”ページ121を参照してください。

2. Nutanix AHVクラスター上にある元の仮想マシンの場合のみ。適切なゲストオペレーティングシス

テムを指定して、仮想マシンの構成を変更します。

3. 復元された仮想マシンに複数のディスクがある場合のみ。復元された仮想マシンのハードディスク

の起動順序を確認します。元の仮想マシンのものと異なる場合は、BIOSで起動順序を変更し

ます。
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フィードバックの送信
本製品またはその資料に関する提案やコメントがあれば、以下の宛先までメールにてお送りください。

info@hycu.com

ご意見をお待ちしております。

mailto:info@hycu.com
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